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Foreword

In the wake of the global pandemic, the importance of digital skills has never been so evident, nor so urgent. As those lucky enough to enjoy fast connectivity took refuge from the global health emergency by moving to a virtual environment to support economic continuity, education and interpersonal contact, those lacking access to digital networks and skills have been left even further behind.

As the world struggles to fashion a ‘new normal’ for the post-pandemic era, it is more apparent than ever that the ability to leverage digital technologies will be vital to the future resilience and prosperity of nations, communities and individuals. This timely new edition of Digital Skills Insights focuses on pertinent topics related to this pressing global need for digital capacity building and skills development.

Now in its fourth year, Digital Skills Insights aims to provide new perspectives and enhance knowledge among the ITU stakeholder community on issues impacting digital learning and skills development, featuring eight new articles from leading international experts, divided into two broad areas. The first set provides a broad overview of the discussion on digital skills demand and supply, new skills requirements in emerging job markets, and challenges related to future digital skills requirements. Issues covered include digital skills shortages in global labour markets, and how skills needs evolve in line with new technologies. They emphasize the need for accurate forecasts of digital skills requirements, and flexible digital skills acquisition approaches.

The second set of articles focuses on digital skills and the digital gender divide. These pieces discuss pertinent interlinkages between digitization, jobs, gender and digital skills development, highlighting the importance of collaborative efforts in addressing digital skills requirements and raising thought-provoking questions about the participation of women and girls in science, technology, engineering and mathematics (STEM) subjects. Questions raised include whether there is enough data to determine if variations in digital skills gender gaps are affected by increasing diversification of jobs in the IT sector, and why do women continue to be left behind in terms of direct participation in the digital economy, despite accelerating connectivity and access to mobile devices.

I hope this publication will stimulate and contribute to the important ongoing discussions among ITU’s membership, including policymakers, academics and stakeholders involved in the digital skills ecosystem, on the best strategies to rapidly strengthen the capacities and skills required to profit fully from the benefits of digital transformation.

Doreen Bogdan-Martin
Director, Telecommunication Development Bureau (BDT)
International Telecommunication Union
“Digital Skills Insights” (called “Capacity Building in a Changing ICT Environment” until 2018) is an online publication which puts together scholarly articles with a focus on the impact of digital transformation on capacity and skills development. It covers a wide range of topics that may affect people and their skills development, such as artificial intelligence (AI), the Internet of Things (IoT), big data, telecommunication regulatory issues, smart cities/societies, digital competencies, open source learning and intellectual property rights, etc. The publication seeks to provide a body of knowledge that will facilitate academic research and innovation exploring the linkages between emerging technologies and capacity development. It features current and new thinking that will contribute to informed policy debates and decisions among policymakers and regulators, as well as help the private sector to anticipate and plan for human capital requirements and skills development in order to remain competitive in a rapidly changing digital environment. The publication, which is released annually, features contributions from academic scholars and other researchers from all over the world. The purpose of the articles is to share views and scholarly opinions that will stimulate debate among its readers. Articles published are subjected to a quality assurance process through a peer review exercise. This publication is available on the ITU Academy platform. The published articles will also be subject to discussion at forums organized from time to time for members of ITU. Those interested in submitting an article for consideration in future editions of “Digital Skills Insights” should contact the ITU Capacity and Digital Skills Development Division at hcbmail@itu.int
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Introduction

By Susan Teltscher

Digital skills and COVID-19

COVID-19 has impacted life around the globe for most of 2020. It has caused a global health, economic and social crisis whose impact is likely to be felt for generations to come. It has also demonstrated the vital role of digital technologies. With a significant share of the population being confined at home during various periods of the pandemic, the need for good Internet connectivity, appropriate digital tools and digital skills to use those tools has surfaced rapidly. A large number of activities related to work, school/education, caring, shopping, socializing and other pastimes, among others, moved from the physical to the virtual world. Internet-based companies such as Amazon, Zoom, Netflix and TikTok experienced record growth in sales and customer base, although others such as travel and transport-related platforms faced a steep decline.

This accelerated digital transition also revealed the challenges that still exist when it comes to connecting households and people, and the digital skills required to participate effectively in the online world – particularly in developing countries. With 90 per cent of schools closed and 1.6 billion children out of school during the pandemic, many educational institutions, teachers and pupils/students were confronted for the first time with remote teaching and online learning as the only way to continue education. In many developing countries, no teaching and learning took place at all due to insufficient or costly Internet access, lack of computers or laptops, and lack of remote teaching facilities and abilities, among others.

In the world of work, employers were forced to close offices. According to International Labour Organization estimates, workplace closures in the second quarter of 2020 resulted in the loss of 305 million jobs worldwide and 94 per cent of the global workforce was affected due to COVID-19. It has hit those in precarious jobs hardest, such as the 2 billion workers in the informal economy, of whom 1.6 billion face a threat to their livelihoods.

Organizations whose business could be carried out digitally moved towards remote working environments. The International Labour Organization estimated that about 18 per cent of workers are doing jobs and are in locations which lend themselves to teleworking. These numbers are significantly higher in developed countries, in large organizations and among higher-income workers. However, teleworking also brings challenges related to connectivity, equipment and skills – apart from those related to home-based working arrangements in combination with child and elder care responsibilities, etc.

Recognizing the benefits of working from home, public and private sector organizations alike are now reconsidering how they organize their work and remote working arrangements may continue to some extent beyond the pandemic. Others are reflecting on accelerating the use of technologies to enable new ways of working in the light of their pandemic experience.

This accelerated speed towards digitization in the corporate sector goes hand in hand with a growing demand for employees with specialized digital skills who need to install, maintain and secure information and communication systems and provide technical support to the workforce. In addition, the pandemic spurred innovation in digital tools and platforms and increased digitization of business processes, products and services. As the pandemic continues, there is growing focus on the use of digital technologies.

As a result of these developments, the need for a digitally competent population and the demand for a digitally skilled workforce has grown even more pronounced. Policy-makers, industry, academia and other educational institutions, as well as the international development community are recognizing this need and developing new
strategies to cater to it. Programmes and initiatives addressing the digital skills gap are mushrooming.

**Digital skills gap**

Even before the pandemic broke out, the digital skills gap existed and demand for digitally skilled workers was high across all levels of skills (basic, intermediate and advanced skills). The pandemic has, however, heightened the digital skills gap. The following provides a snapshot of recent studies by different regional and global organizations that try to capture the digital skills gap and the shortage of skilled workers on the labour market. While most of the data are from more developed countries, a number of business surveys describe the situation around the globe.

According to studies carried out by the European Commission:³

- In Europe, 42 per cent of citizens do not have basic digital skills even though most jobs require such skills. Some 37 per cent of people in the labour force – farmers, bank employees and factory workers alike – also lack sufficient digital skills despite the increasing need for such skills in all jobs.
- 64 per cent of large enterprises and 56 per cent of small and medium-sized enterprises that recruited ICT specialists in 2018 reported that these vacancies were hard to fill.
- Before the pandemic, it was estimated that 1 million new jobs would be created in the European Union by 2030 and 60 million new jobs worldwide in the next five years as a result of the green and digital transitions (European Commission, 2020).

According to World Economic Forum research:⁴

- At least 133 million new workplace roles may be generated globally by 2022 as a result of the new division of labour between humans, machines and algorithms.
- There is a strong demand for technical skills like programming and app development, along with skills that computers cannot easily master such as creative thinking, problem-solving and negotiating.
- More than half (54 per cent) of all employees will require significant reskilling by 2022.
- Closing the global skills gap could add USD 11.5 trillion to global GDP by 2028.

- Based on LinkedIn Learning, the top five hard skills companies need are: cloud computing, artificial intelligence (AI), analytical reasoning, people management and user experience design.

According to a business survey carried out by Capgemini (2017):

- 55 per cent of organizations worldwide acknowledge that the digital skills gap is widening.

Results from a global skills survey carried out by PwC:⁵

- 79 per cent of global CEOs are concerned about the availability of key digital (Fourth Industrial Revolution) skills, and in Africa that figure jumps to 87 per cent. A total of 45 per cent are ‘extremely concerned’.
- 53 per cent of workers believe automation will significantly change or make their job obsolete within the next 10 years (only 28 per cent feel this is unlikely).
- 34 per cent of adults without post-secondary school education or training say they are not learning any new digital skills, compared with 17 per cent of college graduates.
- 30 per cent of jobs are at risk from automation by the mid-2030s.

Results from the Asia-Pacific Economic Cooperation Closing the Digital Skills Gap survey:⁶

- 75 per cent of respondents – comprised of employers, government officials and academics – report a significant skills mismatch.
- More than 50 per cent of respondents also report that government agencies have a weak understanding of the digital skills landscape.

According to a study on sub-Saharan Africa by the International Finance Corporation (2019):

- Digital skills are essential to the future workforce in Africa, with basic skills most critical.
- Nearly 65 per cent of individuals recruited for jobs at the African companies surveyed require at least a basic level of digital skills.
- A demand–supply gap exists across all digital skill levels but intermediate skills are of most concern in the region.
- The share of employees needing more advanced digital skills will likely increase as sectors become more digitally enabled.
• By 2030, over 200 million jobs in Africa will require digital skills, which will result in almost 600 million training opportunities.
• Potential business-to-business and business-to-government opportunities in sub-Saharan Africa will encompass about 625 million people who require digital skills by 2030 and result in nearly USD 120 billion in revenue. Business-to-consumer opportunities will comprise about 25 million people in need of digital skills through 2030 and USD 11 billion in revenue.

Results from Wiley Education Services and Future Workplace (2019): Closing the skills gap 2019:

• 64 per cent of employers believe their organization has a skills gap (compared with 52 per cent the year before).
• The three most in-demand hard skills are strategic thinking and analytical skills (48 per cent), computer skills (46 per cent) and project management skills (32 per cent).
• The three most in-demand college majors are computers and IT (44 per cent of organizations), business (42 per cent), and science, technology, engineering and mathematics (STEM) (32 cent).
• Accelerating technology and a lack of qualified candidates are the greatest barriers to filling open roles.

More recently, in the United States, the National Skills Coalition released fact sheets that assessed the condition of American workers’ digital skills across five major industry sectors — health and social work, manufacturing, construction, retail and hospitality. According to their findings:

• There are skills gap across all the five industry sectors analysed.
• The COVID-19 pandemic revealed a need for workers in all industries to have strong digital skills.
• Approximately one in three American workers has limited or no digital skills and there are significant variations among the five industry sectors.
• One third (33 per cent) of workers in the health and social work sector, for example, have limited or no digital skills.
• As the pandemic has shown, these skills are critically important in providing telehealth services, recording patient data to share with fellow providers in disparate locations, and monitoring the well-being of elders, rural patients and others who may be isolated.

The above-cited studies confirm the pressing need to address the global digital skills gap. As a result of the pandemic, demand for digitally skilled workers will increase with the accelerated move towards a digital transition across all industry sectors. While many jobs will be lost due to the economic crisis following the pandemic, new jobs will emerge in the field of digital technologies and others will require digital skills ranging from basic to advanced levels.

Digital skills and the digital divide

Digital skills are not only critical to finding or keeping jobs. They are also critical to closing the digital divide. According to ITU data, in 2019, 46 per cent of the population worldwide was still not using the Internet, with slowing growth rates compared to earlier years because some parts of the world are reaching saturation.11 In developing countries, 53 per cent of the population is offline, and in least developed countries almost 80 per cent of the population is not using the Internet. This stands in stark contrast to the highly digitized economies and societies in middle- and higher-income countries.

It is often wrongly assumed that the lack of Internet services in remote areas is the main reason for the gap in Internet use. The large majority of the global population (93 per cent) lives in an area that is covered by at least a 3G mobile signal/service (and 82 per cent covered by a 4G signal), based on data provided by national telecom operators. Hence there are other reasons why many people do not use the Internet. These include quality of the connection, cost of the data packages, cost of devices to access the Internet, and lack of education and skills.

Indeed, one of the main barriers to Internet uptake is the lack of capacity and skills of people to use the Internet and take advantage of what it offers.13 Data collected in developing countries through national representative household surveys and compiled by ITU,13 as well as through After Access surveys,14 provide revealing insights in this regard: when people are asked why they are not using the Internet, around 65 per cent of the answers are linked to education and skills (e.g. “don’t know what the Internet is”, “don’t know how to use it”).
Even in more advanced countries, 60 per cent of the population lack standard digital skills.

There is a strong correlation between people’s levels of education and Internet use. In many low-income countries education levels are low, resulting in low levels of skills in terms of reading, writing, languages, analytical thinking and others. The gap between people having access to Internet and not using it is largest in the least developed countries (79 per cent 3G service coverage compared with 20 per cent Internet use in 2019). The gender Internet user gap is also the largest in these countries and it is often girls and women who are also less educated and digitally illiterate.

In other words, the digital divide is increasingly becoming a reflection of existing skills and education divides among populations. It is usually the more marginalized groups, including women and girls, who are less skilled and educated. These groups are also being hit hardest by the pandemic and the unfolding economic crisis caused by it. Education, digital skills, gender and the digital divide are very closely interrelated. Any policy measures in these fields must therefore first and foremost address all these aspects concurrently. If not, there is a real risk of widening the digital divide, particularly the digital gender divide.

Overview of the publication

This edition of “Digital Skills Insights” covers eight articles which offer a rich discussion of recent research and development projects carried out on the topics mentioned above. They can be grouped into four broad themes: covering the demand and supply of skills from a broader analytical perspective; new jobs created and the associated skills required; new skills required related to data literacy and online information; and linking the digital gender divide, capacity development and digital opportunities.

Skills demand and supply

The first two articles take a broader perspective on the type of digital skills that are needed in the digital economy and future labour market, and how they can be obtained.

The article by Hakima Chaouchi and Thomas Bourgeau poses the provocative question of whether everyone needs to learn programming in order to succeed in getting a job in the digital economy. To answer the question, the authors look at the pace of digitization across different industries and their adoption of different digital applications. This will drive the impact on the respective industry and on the digital skills of their workforce. Industries that have already adopted core digital technologies are more likely to adopt new AI tools and solutions, thus requiring new digital skills in their workforce.

The authors distinguish between users and creators of digital technologies and argue that digital skills are necessary for both, albeit at different levels. For example, basic and intermediate digital skills will be increasingly required in non-tech jobs (users of technologies) whereas more advanced digital skills will become necessary in jobs that build and maintain the digital tools required in different industries.

Their research finds that smaller proportions of workers will need advanced digital skills but these will be critical workforce members. These jobs include cybersecurity, AI and creative digital services and will require advanced programming and STEM skills. Jobs requiring intermediate digital skills along with basic programming and coding proficiency are likely to be outsourced to online workers in emerging economies. Finally, jobs in the basic digital skills category, which will be abundant across most industries, will require skills in configuring, using and interacting with digital tools including software, robots, Internet of Things devices, voice controllers and automation servers.

The authors conclude that all jobs that require advanced digital tools and solutions also require programming skills. Such jobs also require workers that can master computer programming logic even if they do not have programming skills themselves. Most future jobs across various industries will require digitally skilled workers to configure, interact with and use digital tools. No advanced programming skills will be needed for these jobs but a set of other (basic and intermediate) digital skills will be.

The article by Elyn L. Solano-Charris, Carolina Velázquez-Mora and Estephanie Silva-Avellaneda maps digital skills with future jobs
and identifies the main skills denoted in the digital economy, based on bibliographical analysis. The authors found a huge increase in the number of studies related to digital skills and jobs over the past four years. According to their literature research, there is agreement that digitization will continue to transform skills requirements for employees in the foreseeable future. The skills and competencies most needed in the digital economy include technical, managerial, personal and social skills. Such skills will support the lifelong learning of individuals and their ability to adapt to workplaces and future disruption, and succeed in a digital economy.

The authors recommend that education and training institutions adapt to the challenges of automation and digitization with a highly practical orientation and accelerated changes in vocational training to respond to evolving occupational profiles and skills needs. After initial training, further training and retraining will be necessary since employees will have to engage in lifelong learning if they are to be capable of responding to changes in skills requirements triggered by automation and digitization. To make this happen, governments, businesses, educational systems and society need to work together to support a dynamic workforce and constantly redefine the skills demanded by future jobs.

New jobs and skills required

The next two articles focus on specific digital technologies and their impact on skills and employment, looking at very different types of skill sets: those related to AI automation and those related to transportation platforms as part of the gig economy.

In his article, Lav Varshney examines empirical results and predictions of AI automation’s impact on employment. While there is considerable debate on which jobs may be eliminated due to AI, the empirical results are challenging and vary widely. Such differences are largely attributed to whether the analysis is performed at the level of broad occupations – which leads to higher estimates – or at the level of decomposed tasks within occupations, which results in lower estimates. The author highlights that predictions are difficult not only due to a paucity of detailed data and models of job reskilling and migration, but also due to the fundamental unpredictability of developments in AI abilities.

The author then looks at the downstream impacts of the technological shock of AI, such as shifting to new jobs via skill acquisition. This will imply providing training to enable people to move into new job sectors and has been a standard policy response to the AI revolution. He finds that rural areas are less robust to automation than metropolitan areas because occupations are more concentrated in rural areas so the absorption of displaced workers is not spread out. In this sense, larger cities may be more resilient to automation by having broader absorptive capacity.

These empirical findings and model-based predictions can be used by policy-makers to develop appropriate policy responses: for example, to determine which kinds of digital reskilling programmes may be more effective and which geographical areas may benefit from them the most.

At the other end of the digital technology spectrum, the article by Hilda Mwakatumbula and Goodiel Moshi examines the emerging gig economy in Africa and the digital skills that are required for workers to participate in it. Their particular focus is on transportation platforms such as Uber.

The authors argue that this is of high interest in the African context, given that Africa is home to the youngest population in the world and that African youth face challenges integrating with the global economy, including pervasive unemployment due to low education levels. In sub-Saharan Africa, digital technologies have the potential to create new career opportunities but digital illiteracy excludes a sizeable population in the region from adapting to new technologies, limiting their potential participation in the digital economy. Thus, building human capital, specifically in digital skills, is critical for the region to leverage the benefits of the digital economy.

The article analyses the essential digital skills required to participate in the digital labour market using the Uber gig digital market platform in Tanzania as a case study. The authors find that there are a number of essential digital skills required for online drivers, including: smartphone technical operations, the ability to manage information, the ability to communicate online,
critical thinking and problem-solving, online safety and e-payment/banking. On the basis of interviews with Uber drivers, they highlight the need to improve the level of digital skills among youth in Tanzania. The interviewees confirmed that digital skills training is likely to unlock employment opportunities for youth and reduce critical entry barriers to the workforce, as the level of digital skills needed to participate in gig labour markets is low.

The authors conclude that to ensure inclusiveness in the workforce participating in the digital gig market in Tanzania, it is essential to establish the necessary foundations to be able to leverage opportunities in the digital platform economy. That includes first building human capital readiness, and second creating a conducive environment to facilitate innovation and job creation.

New risks require new skills: Online information and data literacy

How to manage, access, interpret and use data and information online requires specific skill sets. An increasingly important skill that citizens need to learn is linked to the digital literacy needed to assess the quality of information that is circulated and being able to critically analyse it.

The article by Alicja Pawluczuk, Simeon J. Yates, Elinor Carmi, Eleanor Lockley and Bridgette Wessels addresses the emerging issue of the quality of online information and explores the types of skills needed to empower citizens to better understand and engage with it. They argue that many citizens have a limited understanding about the data they share online. This lack of data literacy opens citizens up to personal, social and financial risks and limits their ability to operate as fully informed active citizens in a growing digital society.

On the basis of a nationally representative survey of British citizens, the authors develop a new data literacy framework called ‘Data Citizenship’ that focuses on three domains: Data Thinking (citizens’ critical understanding of data and critical thinking abilities when dealing with data in their everyday lives), Data Doing (people’s everyday engagements with data; a set of skills essential for conscious and informed digital participation in the data society) and Data Participation (people’s proactive engagement with the data society and their networks of literacy).

Their findings indicate that those with higher levels of Data Thinking are also more proactive in Data Doing and seem to take more active steps to fact-check. Citizens who present themselves as confident ‘data thinkers’ and ‘data doers’ are more likely to be active data participants. Some of the lowest scores in Data Participation behaviours were noted among social and media users. Members of this group seem to be among some of the most passive data citizens, most of whom are aged 16–24 years old, from a lower economic class and lacking higher education. The authors observe that these findings de-mystify the assumption that young people born in the digital era will naturally adopt digital literacy. Contrary to this, the authors’ research reveals that age, education and socio-economic status are critical to people’s understanding, doing and participating in the digital society and thus their management of information.

Gender gap, skills and employment

This year’s edition features three articles that focus on the topic of gender and digital skills, covering aspects related to the digital gender divide and the gender skills gap, and examples of successful programmes to address those issues.

The article by Ingrid Brudvig, Nanjira Sambuli and Dhanaraj Thakur looks at why bridging the digital gender gap relies on gender-responsive ICT policy and argues that the digital capabilities of policymakers need to be strengthened for them to better understand the barriers to Internet access women face, and to equip them with the tools to promote more gender-inclusive public policy.

The paper argues that sex-disaggregated data are critical to monitoring the extent of the gender gap and to informing gender-responsive technology policy-making. They also stress that any policy or project to get more people online will only reinforce digital inequalities unless it specifically targets the gender gap. While a few countries have taken some steps in their policies to address the gap in access and use, these are insufficient and much work remains to be done. In addition to developing gender-responsive policies, it is critical that women are included in the actual policy-making process. The paper then assesses how the digital skills development approach impacts perceptions of gender equality in ICT policy formulation. They present the example of a programme (called
#eSkills4PolicyMakers) to share knowledge and build skills to help governments create policies that specifically target marginalized groups.

To conclude, the authors recommend that developing gender-responsive ICT policies starts with enhancing the digital skills of policy-makers. The process of educating policy-makers on gender equality in ICT policy formulation also requires collecting relevant sex-disaggregated data and evidence to make the case and inform policy, as well as develop gender-responsive ICT policy based on participatory processes with women included in the decision-making.

The article by Flavianne C.J. Verkroost, Ridhi Kashyap, Kiran Garimella, Ingmar Weber and Emilio Zagheni analyses gender gaps in the IT industry based on data from the advertising platform of LinkedIn, which the authors use to estimate the supply side of these industries and identify gender gaps across countries. They disaggregate the IT industry into subdomains comprised of computer hardware, computer networking, semiconductors and wireless, Internet, telecommunications, IT and services, and computer software.

Unsurprisingly, the authors find that in most countries there are more men than women in the IT industry. While there are generally twice as many men as women in most of the Americas, Europe, Asia and Oceania, there is even more gender inequality in IT industries in Africa, especially in the northern and central regions. Regions with high and upper-middle income countries have more gender egalitarian IT sectors than their counterparts with low and low-middle income countries. While women are underrepresented in all IT industries considered, there is nevertheless some variation. Looking at specific subdomains of the IT industry, their research finds that while there are about four times more men than women in computer hardware, networking, semiconductors and wireless, there are about twice as many men as women in Internet, telecommunications, IT and services, and computer software.

Further data analysis shows that gender-specific development factors matter more than economic development in explaining variations in IT gender gaps. On average, gender inequality in IT is lower in countries where women are more equal to men in terms of educational and economic opportunities. This indicates that economic development may affect men and women differently in the professionally arena, and that developmental efforts that do not specifically address gender may not be enough in themselves to reduce professional gender inequalities in the IT sector.

The final article, by Babatunde Okunoye, examines the digital gender divide in Africa and explores the approach that Paradigm Initiative (PIN) – a social enterprise based in Nigeria working on digital inclusion and digital rights – has adopted to bridge this divide and build digital skills capacity through its programme offices in two cities in Nigeria.

The author first provides insights into the digital gender divide in Africa and other developing regions based on existing data and research which has revealed that women are less likely to access the Internet, and even if online they are less likely to use the Internet to increase their income or participate in public life. Even though young girls often express interest in STEM fields and computer science, few continue to pursue computer science degrees and women are notoriously underrepresented in the technology industry and IT jobs. The author argues that factors other than lack of interest in technology careers are to blame for the poor representation of women in these careers, including the absence of suitable role models, lack of representation in trainers in digital skills capacity development institutions, and the influence of authority figures.

In this context, PIN has devised programmes that aim to overcome these factors, including its digital skills capacity-building programme called Life Skills, ICTs, Financial Literacy and Entrepreneurship (LIFE) training. The author reports that at the inception of the programme in 2007, boys always outnumbered girls in enrolment and completion of classes. PIN therefore instituted policies to tackle this by directly confronting the factors (mentioned above) which hindered girls’ enrolment in the programme. The implementation of these policies resulted in classes with a near-equal number of girls and boys, and in some instances with girls even outnumbering boys.

The article finds that one of the most important policies that contributed to the increased participation of women and girls was the mandatory representation of women in the
programme design. In addition, PIN staff hold weekly meetings with parents and community leaders in their homes and offices to explain details of their work and approach, clarifying that digital skills will improve the economic prospects of their female children. These meetings have significantly improved women’s participation in and completion of the programmes. Finally, the author stresses the importance of career role models. LIFE has embedded mentoring sessions where young women can interact with women who have succeeded in careers in technology and be inspired by their example.

Conclusion

The articles included in this edition of “Digital Skills Insights” feature a number of common themes around the topic of digital skills. First, they stress the importance of strengthening and enhancing skills to be successful in the digital economy. Such skills range from basic to advanced digital skills. Second, they highlight the interrelationships that exist between digital development, skills, employment and jobs, and emphasize that none of these should be addressed in isolation but be part of a holistic approach. Third, they illustrate the importance of collaboration and engagement of different stakeholders in the strengthening and building of digital skills among citizens – policy-makers, educational institutions, industry, development practitioners and local communities. Finally, all articles provide concrete suggestions and recommendations on how some of those challenges can be addressed.
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In the United States, it has been estimated that 37 per cent of jobs can be performed entirely from home. [1] and that during COVID-19 around half of workers worked from home. [3]

For example, a recent survey in Singapore found that 80 per cent of employees would like to continue working from home after the pandemic. [4]

Google announced to let their employees work from home until at least summer 2021. [4]

and

Google announced to let their employees work from home until at least summer 2021. [4] Similarly, Facebook work from home is indefinite, see [5]


[13] https://afteraccess.net/
Will all jobs require programming skills in the growing digital society?

By Hakima Chaouchi & Thomas Bourgeau

Introduction

Digital technologies have developed rapidly in recent decades, changing how we access information as well as human interaction and communication. Most importantly, however, they have also transformed various jobs, impacting the global economy and society. Computer science is a broad discipline requiring mastery of different programming languages and their execution to provide the desired digital functionality across various domains that are constantly evolving. Specific programming languages and design algorithms require different skills, such as the ability to develop digital tools for various industries; to develop hardware and software to run Internet protocols, cloud architectures, websites and mobile applications; or to run the automatic navigation systems of self-driving cars or farms’ sensor networks. The skills required to develop mathematical algorithms that shape decision-making in different industries or to build and configure robots and other human-machine interfaces are also in demand.

In this article we discuss the digital skills shortage in the workforce and the latter’s evolution with new technologies, as well as the adaptation of education to match emerging jobs. We argue that digital skills are necessary for both users and creators of digital technologies and introduce the different levels of digital skills related to the use and creation of digital solutions. We predict that basic and intermediate digital skills will be increasingly required in non-tech jobs because industrial digitization will require mastery of digital technologies, and that more advanced digital skills will become necessary in jobs that are in charge of building and maintaining the new generations of digital tools required in different industries.

The challenges are clearly to establish the necessary learning content and methods to keep pace with the evolution of digital technologies, to define the suitable learning age for which type of digital knowledge, and to continuously maintain and adapt this learning to meet the demands of the digital society and the digital economy. Education systems worldwide have sought the optimal approach to introducing digital learning in terms of appropriate age and methodology (Resnick et al., 1988; Resnick, 1993). It is crucial to determine precisely what should be taught at each stage of one’s curriculum to ensure digital competencies for jobs requiring digital skills. For that, it is important to have the most accurate forecasts of jobs requiring digital skills, and each industry must proactively align its plans for digitally upskilling its workforce with its business objectives. The education system should also provide the needed digital learning to new and active workers.

While programming languages are part of the digital skills set, does it necessarily follow that all jobs require programming proficiency? Programming languages are mandatory for programmers who develop software, and knowledge of certain programming languages is also desirable for non-programming jobs that use digital solutions whose functionalities must be adapted. However, programming languages are often unnecessary for other jobs that require other digital skills and use tools that require no adaptation. Moreover, software development will inevitably lead to a new generation of languages with simplified syntax and coding to facilitate swift and easy learning. Meanwhile, programmers must learn to code using several programming languages even if the languages change quickly, as this fosters competency in the mastery of new languages.

The remainder of the paper presents the concepts and terminology behind digital skills in the second section, followed by an analysis of the impact of the fast growth of digital tools and solutions on jobs evolution in different tech or non-tech...
industries in the third section. The fourth section presents digital skills acquisition approaches, and in the last section we discuss the impact on human thinking of digital knowledge, particularly artificial intelligence (AI). This is about a post-AI computational thinking concept that goes beyond the digital skills needed in evolving jobs, and concerns the human thinking that is to be complemented with advanced mathematics and AI.

**Concepts and terminology**

We define digital skills as a set of technological abilities that may be fully or partially acquired before entering the workforce. Some digital skills are required to use and interact with technology in order to fulfil specific tasks, while others are required to design, create and maintain tools and solutions for different industries. Different skills create different categories of digital users and job profiles.

Table 2.1 presents several terms and definitions concerning educational literacies and specific digital skills. The basic literacy skills – the ‘three Rs’: reading, writing, and arithmetic – function as standard indicators in education. Algorithmic literacy is promoted by some digital advocates as mandatory in today’s digital society and counted by some as a fourth ‘R’. We propose three levels of digital skills – basic, intermediate, and advanced – as defined in various studies (e.g. International Telecommunication Union [ITU], 2018) and introduce the emerging human-based computation skills that form a new paradigm for solving complex problems using high-performance machine computing combined with human thought.

**Impact of the digital industry on jobs evolution**

Digitization in various industries transforms the workplace to ensure effective tasking, business and field resources optimization, high competitiveness, greater interaction and inclusion between workers, fast and efficient responses to customers, innovative services and economic growth.

The pace of digitization is not the same for each industry, as Figure 2.1 illustrates. This is for several reasons. A company’s culture and readiness for digitization, the lack of available specific digital solutions for certain industries, the governance framework, and customers’ willingness to adopt and use digital solutions to access services all impact the pace at which digitization occurs. The availability of mature digital technologies makes it possible for almost all industries to wholly or partially adopt digital processes and to move into the digital economy. This affects the workforce in terms of skills availability, which also affects industries’ digital transformation.

The evolution of and demand for digital skills follow the pace of industries’ digitization and the digital technologies and solutions that appear following the digital technologies evolution phases depicted in Figure 2.1. These are the pre-Internet and post-Internet phases, where digital services in all industries have followed the evolution of computer science and telecommunication technologies and architectures. In Figure 2.1, examples 1 and 2 on the X axis show digital technologies in the pre-Internet phase; these are applications and software running locally with no connected remote server because Internet technology was not yet invented. Later, when Internet was invented and standardized, it first offered fixed access to different digital services in different industries. Then wireless and mobile access to services with high quality of service also became possible, followed by wireless and mobile Internet.

The post-Internet phase has had several technological evolutions since the first Internet Engineering Task Force, with fixed access and distributed servers running inside the company buildings of each industry: in Figure 2.1 this is named the pre-cloud phase. Then came cloud-based architectures where servers and data were located outside company buildings: there are two phases here, named post-cloud and pre-AI. These were followed by IoT technologies, dense connectivity, robotics and cyber physical systems, and AI algorithms to automate industry processes and activities: these are named the post-AI and pre-quantum phases. Finally came high-performance computing with quantum technologies, named the post-quantum phase.
### Table 2.1. Education literacies and digital skills-related terms

<table>
<thead>
<tr>
<th>Skills</th>
<th>Terms</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>The “three Rs”</td>
<td>Reading</td>
<td>The basis of traditional literacy that focuses on reading human languages</td>
</tr>
<tr>
<td></td>
<td>Writing</td>
<td>The ability to write a human language</td>
</tr>
<tr>
<td></td>
<td>Arithmetic</td>
<td>Numeracy, with the ability to enumerate and count</td>
</tr>
<tr>
<td>Algorithmic competencies</td>
<td>Digital literacy</td>
<td>The set of digital fundamentals required to interact with, configure, use and enhance digital tools. They also provide the basic digital knowledge needed in the digital economy. As described by Csernoch and Biró (2015), digital literacy allows humans to understand the machine logic used to execute different tasks and actions. Several competencies, such as programming literacy, must be acquired in the context of digital literacy. The term ‘programming literacy’ is sometimes used to denote the ability to use computer programming languages. Recently, data literacy was introduced as the ability to manage, analyse, visualize and derive meaningful information from data. This trend is emerging due to the explosion of machine learning and big data demands in every sector.</td>
</tr>
<tr>
<td>Computational literacy</td>
<td></td>
<td>The ability to formulate and solve problems through computational steps and algorithm representation. It combines knowledge from various disciplines including science, technology, engineering and math.</td>
</tr>
<tr>
<td>Digital skills are divided</td>
<td>Basic digital skills</td>
<td>Fosters competency in interaction with basic digital tools. When these tools are based on mobile and smartphone devices, these skills are also referred to as mobile skills. Basic skills cover the hardware and software know-how required to use various technological assets (computers, smartphones, software (word processors, applications)), online operations (Internet, search engines, social networks, e-commerce, privacy), and communication media (cellular and Internet protocol networks).</td>
</tr>
<tr>
<td>into three levels following</td>
<td>Intermediate digital skills</td>
<td>Ability to configure digital tools to produce and consume digital content or enhance digital tools through basic programming skills. Intermediate skills can also benefit from basic knowledge of programming language, such as spreadsheet manipulation through Visual Basic macro programming or front-end web design that is HTML-and JavaScript-dependent, or other languages that are specific to particular domains (accounting, enterprise resource planning, etc.).</td>
</tr>
<tr>
<td>the ITU Digital Skills Toolkit</td>
<td>Advanced digital skills</td>
<td>Enhanced knowledge acquired through specific curriculum aspects to improve technological proficiency, programming skills and advanced aspects of specific digital branches (advanced programming, machine learning, Internet of things (IoT), networking, engineering, hardware design, etc.). This knowledge requires intermediate digital skills and is open to a wide range of programming languages, from standard languages used in the industry such as C/c++, Java and Python, to more specific languages such as OCaml, NodeJS, etc. Advanced skills are generally taught through specific curricula in higher education institutions (HEIs) but they can also be acquired during a professional career with workforce upskilling training. Programming literacy is required for advanced skills as the objectives lie beyond simple or intermediate technology use, involving the design and programming of new digital tools and features. Examples of advanced digital skills include science, technology, engineering and mathematics (STEM) and social, mobility, analytics and cloud (SMAC).</td>
</tr>
<tr>
<td>(2018). The content of each</td>
<td></td>
<td></td>
</tr>
<tr>
<td>level is specified following</td>
<td></td>
<td></td>
</tr>
<tr>
<td>our vision of introducing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>basic and intermediate digital</td>
<td></td>
<td></td>
</tr>
<tr>
<td>skills for tech and non-tech</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jobs, and offering advanced</td>
<td></td>
<td></td>
</tr>
<tr>
<td>digital skills for digital</td>
<td></td>
<td></td>
</tr>
<tr>
<td>solutions developers.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The pace of industries’ digitization as depicted in the Y axis of Figure 2.1 may be low, medium or high depending on the digital transformation of all or part of the activities of these industries. For instance, information and communication technology (ICT) and services has the highest digitization pace because all the activities are digital and it is the industry that creates and maintains digital technologies and solutions for all other industries. In Figure 2.1 we also provide examples of other industries such as television and entertainment services. Information and media, finance and insurance have a high digitization pace compared to transport, logistics and delivery, the automotive industry, cities and services. The pace of digitization in these industries is medium because certain activities in those industries are still manual. Other examples of industries such as healthcare services, ageing well services, agriculture and construction have a low pace of digitization for a variety of reasons. In some cases the activities are highly manual and only recently have robotics, IoT and AI digital technologies started to become mature enough to be combined and create automatic services. In other cases regulation is slowing down digitization, as in healthcare or ageing well services, where even if digital technologies are available, they cannot be deployed and used without control and regulation.

Note also that the pace of digitization of industries as depicted in Figure 2.1 follows a strategic set of business objectives with innovative digital-based services built on both mature and available digital technologies and solutions, and the customer’s readiness to accept technology. Figure 2.1 shows some examples of industries with a low, medium or high pace of digitization where the adopted digital technologies described earlier might differ, following these metrics:

- **Local versus remote execution of software and applications**: Computer science initially started with digital services to run information systems management in different industries, with all the services running in servers located within the company. With the maturity of cloud technologies, these services slowly migrated outside of companies to run remotely in cloud servers. Examples in Figure 2.1 are related to 1 and 2 for local services and then 3, 4, 8 and 9.

- **Fixed versus wireless and mobile access to digital services**: Internet had a huge evolution from its early age when digital services were accessible via fixed networks using web interfaces, to the wireless and cellular networks era where most digital services are accessible via wireless and mobile networks using wireless access and web-based mobile applications. Examples in Figure 2.1 relate to 6 and 7.

- **Human versus machine/AI-based services**: High digitization of different jobs by adding the most mature digital technologies such as IoT, robotics and cyber physical systems to acquire data and then process them with AI algorithms and run automatic decisions. Examples in Figure 2.1 are related to 10, 11, 12 and 13.

- **Traditional versus high-performance computing**: Quantum and post-quantum computers will allow new categories of digital services that require very high computation capacities. Examples in Figure 2.1 are 11 and above.

Digitization supports classic industries, as shown in Figure 2.1, but it also enables the creation of...
Figure 2.1. Examples of industries’ digitization pace and types of adopted digital tools/solutions pre- and post-Internet

Source: Authors’ own 2020, unpublished.
new and innovative services that compete with some established industries. For instance, with the sharing economy paradigm, new services have emerged (Perini et al., 2013) – such as Uber in the transport industry or Airbnb in the tourism industry – that take advantage of the high connectivity of mobile Internet technology, smartphones’ easy access to web applications and the availability of smart algorithms to connect service producers with consumers in real time. These new digital services offer customers enhanced service experiences that persuade them away from the classic equivalent options. Other digital services, such as Netflix, have emerged in the multimedia and entertainment industries. Thanks to the connectivity between devices and applications as well as AI and efficient prediction algorithms technologies, these services collect consumers’ preference data to adapt their content and maintain consumer satisfaction. The transport industry is also exploring new self-driving vehicle technologies to create new ways of accessing transport in urban and rural areas thanks to cyber physical systems, 5G mobile Internet high connectivity, and efficient AI navigation systems technologies.

The digital skills required in this new digital economy must be taught to minimize the risk of a digital skills gap (Strack et al., 2019). Various forecasts in different reports (e.g. Manyika et al., 2017) predict the creation of several million new jobs worldwide with these emerging technologies, as well as the displacement of existing roles. Those forecasts should be carefully analysed by each industry, as recommended by Gartner Research (2019), to build a strategic skills training plan suitable for the relevant workforce. This plan should begin by identifying the requisite digital skills for the corresponding industry before determining its adoption pace.

The future of jobs report 2018 (World Economic Forum, 2018) shows a set of digital technologies that might be adopted by different surveyed companies in different industries. Those technologies are, as described in Figure 2.1, either related to software applications running locally on computers and/or smart tablets, or running remotely over cloud services. Those technologies are also related to the manufacturing and deployment of new AI algorithms for automation, advanced manufacturing robots, connected devices that are either running in the information and communication technology industry or in vertical industries such as health, agriculture, construction, finance, etc.

They are mainly based on Internet connectivity devices, wireless and mobile networks, smartphones and tactile Internet, applications and software programming, web applications and web services, robotics and virtual and augmented reality, mobile applications, cloud services, cybersecurity systems, IoT with multiple sensors and gateways, cyber physical systems and robotics, human–machine interfaces, data, and AI algorithms and solutions.

Digital technology maturity and industries’ readiness will define the digitization pace followed by each industry and establish the pace at which the relevant workforces transform and identify the required digital skills. As described in Atos (2020), adoption in the business evolution of each industry of a range of digital technologies – such as software development, open sources, open hardware, wireless and wired connectivity to Internet, cloud technologies, cyber physical systems, IoT, AI, robotics, self-driving cars and others – will drive a low or a high impact on the respective industries and consequently on the digital skills of their workforce.

After the requisite digital technologies have been identified and the pace of their adoption in the relevant industries determined, strategic digital skilling plans will define the different job profiles to be adapted, rendered obsolete, or created. New jobs include those based on the so-called STEM skills, as well as those related to cloud native skills encompassed by SMAC / SMAC plus security / SMAC plus automation.

Other roles such as data analysts, social media community managers, data cleaners in so-called data factories, etc. will be increasingly relevant in various industries. Digital skills gaps will be highly related to new jobs needed to support digital transformation in different industries, such as data scientists, AI specialists and automation specialists. Finally, the displacement of some existing jobs (e.g. factory and assembly roles or secretarial positions) as a result of automation is inevitable and must be carefully considered in strategic digital skills training plans.
The manufacturing industry in particular is predicted to cull numerous jobs due to direct automation from robotics. However, some manufacturers, such as Toyota (Bork, 2018), are reinstating humans in their production lines. Therefore, the automation process will pursue certain performance objectives whereby humans and machines will work together. As such, co-work between humans and machines is an aspect of such industries’ strategic plans. Industry 4.0 is the paradigm that plans to reshape the manufacturing industry, in which advanced digital skills—including connected robotics, cloud and cloud edge, industrial IoT, and AI—will be required to develop new services and new digital processes to facilitate the optimization of manufacturing resources.

Industry 4.0 will quickly encounter a digital skills gap due to the maturity of AI-based digital solutions. Of course, AI will also be adopted in other industries such as energy and utilities, health care, retail, finance, travel and hospitality, to name a few. The question which remains unclear is how and at what pace it will affect existing jobs in those industries.

Several studies have shown that industries that have already adopted core digital technologies are more likely to adopt new AI tools and solutions, thus requiring new digital skills in their workforce. Different AI-related technologies are under development and quickly adopted by industries that are transforming their services using these new digital solutions. Some examples are virtual agents, natural language generation and processing, machine learning, decision-making, robotics process generation and speech recognition. Artificial intelligence: Why a digital base is critical (Bughin & van Zeebroeck, 2018) shows the probability of the adoption of AI technologies by surveying companies from different industries willing to adopt them.

Industries are aware that these well-identified digital skills may require different learning strategies and implementation plans that should also address the swift evolution of digital tools and services; for example, jobs requiring programming language skills must monitor the evolution of programming languages, as illustrated in Figure 2.2 below.

Jobs involving data-based decision-making will likely require related programming skills; for instance, a medical doctor will need to use machine learning solutions and related digital tools.

Other industries that rely on IoT devices for data acquisition should also plan for advanced digital skills evolution as IoT and AI are emerging technologies that are still growing. Atos IoT emerging technologies radar for IoT projects (Atos, 2020) shows the high evolution of IoT-related software, hardware and connectivity technologies. This IoT technology heterogeneity is somehow slowing down the predicted high adoption of IoT technologies in different industries planning for digital transformation. This regular evolution of technology requires continuous planning for upskilling in the concerned industry workforce. For instance, farmers will be equipped with devices and tools to digitally monitor their agricultural processes (European Commission, 2020). In the health industry, connected objects such as smart wearables will be deployed and new digital tools, such as more accurate medical imaging, will enhance healthcare processes, meaning that workers in these industries will become proficient in using various digital tools and processes.

---

Figure 2.2. Examples of programming languages

Source: Authors’ own 2020, unpublished
As the examples above illustrate, the digital skills gap in the emerging Industry 4.0 digital economy concerns all categories of jobs. Smaller proportions of workers will need advanced digital skills but these will be critical workforce members. These jobs include cybersecurity, AI, and creative digital services and will require advanced programming and STEM skills to create and design the necessary tools. Jobs requiring intermediate digital skills along with basic programming and coding proficiency are likely to be outsourced to online workers in emerging economies. Jobs in the basic digital skills category, which will be abundant across most industries, will require skills in configuring, using and interacting with digital tools, including software, robots, IoT devices, voice controllers and automation servers.

Based on the above discussion, the answer to the question posed in this article – Would all jobs require programming skills in the future? – is ‘yes’ for all jobs that require advanced digital tools and solutions. Such jobs largely encompass two categories: programming, which unquestionably must monitor the evolution of computer programming languages (see Figure 2.2), and non-programming, which does not require workers to learn programming languages’ coding syntax but does require them to master computer programming logic and the high-level languages used in their respective industries.

As most digital tools and solutions require different programming skills, ranging from hardware/machine-programming languages to high-level service/application-programming languages (see Figure 2.3), different skills are required for each level, with the greatest complexity in hardware/machine programming. This defines the different categories with respect to programmers’ jobs.

Programmers must acquire the skills needed to master the fundamentals behind several programming languages. These fundamentals concern the capacity to read and write programming language syntax, machine logic implementation, and code compilation and debugging. The complex requirements of such jobs include the ability to quickly learn new programming languages and master the syntaxes required to write the same program in different languages, as shown in Figure 2.4, but also to master the specific functionalities of the programming language, such as hardware systems or applications programming.

Regarding other non-programming jobs in different industries, in which intermediate and advanced digital skills require proficiency in certain high-level programming languages, it will be important to understand computer/machine logic and choose the language appropriate to the corresponding industry. For example, medical doctors will be increasingly exposed to new digital tools running patients’ data analytics and machine
learning solutions. It will thus be necessary for the new generation of medical doctors to acquire skills related to machine learning programming tasks, such as MATLAB. Other doctors may also collaborate with trained machine learning specialists. In any case, education systems across all disciplines are incorporating basic programming skills into their curricula, increasingly facilitated by the growth of the digital natives generation. Basic programming skills constitute the capacity to identify and programme the sequence of tasks to be executed by machines in order to produce a certain output/action. On a positive note, the programming language used in this programming logic for non-programmers will be increasingly advanced so as to be syntactically closer to human language. Advanced digital solutions are being developed to facilitate the automatic translation of high-level programming languages to machine language, thus masking the complexity of machine programming/coding for non-programmers.

Finally, industry digitization will also face policies and governance regulations that will impact the adoption of digital technologies. Selected digital solutions will have to be robust against cybersecurity threats and technical failures, thus requiring cybersecurity digital skills in the relevant industry. Technological availability, maturity, robustness against cyber threats and conformity to a well-defined governance framework will be the main orchestrators of the pace of technological adoption in different industries, thus affecting jobs evolution, followed by digital upskilling plans and implementation programmes.

Digital skills acquisition approaches

The digital skills gap has been analysed by different firms, all converging towards the estimation that over half of all organizations are already facing it. The required core digital skills such as high expertise in cybersecurity, cloud computing, big data, programmable networks and 5G, data analytics, web and mobile app development are becoming strategic assets in each industry. High-tech firms are competing to build this high expertise internally, and maintaining a high level of knowledge in those core competencies is mandatory to survive in the high competition of the digital industry. A good example is the cloud service offers from different firms – such as Amazon AWS, Microsoft Azure, Google Cloud, OVH and Alibaba Cloud – that are innovating in different digital cloud services and counting on their internal core digital competencies to maintain quality of service and stay in the competition.
Due to this digital skills gap, a strategic workforce upskilling plan is required. As noted above, this strategic plan should be based on identification of the necessary digital technologies and their maturity, and the pace of their adoption in the industry’s activities.

The identified digital technologies will establish the requisite digital skills for the workforce. Various views exist regarding how workforce skills preparation should be implemented by educational institutions, education policy-makers and workplaces, as described in the subsections that follow. Ideally, the industries expect institutions to teach the adapted digital skills before graduates enter the workforce. However, as classic education systems implement general curricula, they will only provide the literacies needed by the new generation to acquire new skills during their careers. As the digital skills gap is widening, the urgency to link industrial skills to curricula and to ensure that the majority of the digital skills are acquired prior to entering the workforce is increasing.

a) HEIs’ learning initiatives adaptation for a digitally skilled workforce

Technological evolution and the workforce skills shortage are clearly disrupting HEIs’ programmes and methods. Digital technologies have already allowed HEIs to make learning content accessible online, making it possible for anyone to learn the offered course by themselves. Online learning and online degrees are flourishing, thanks to massive open online course technology. However, most companies still prefer on-campus qualifications and evaluation processes, and acknowledge online learning as additional knowledge, similar to personal learning programmes. Digital and computational skills knowledge must therefore be regularly adapted by HEIs, following industry expectations, to allow graduates to enter the workforce as scientists, engineers, managers and technicians capable of shaping and running the new digital economy with emerging AI-based tools and methods and mastering cybersecurity, cyber defence and cloud architectures across all industries.

Several ongoing initiatives aim to improve education skills in line with workplace expectations. For example, the United States has implemented the Computer Science Education Act and the European Commission has launched different initiatives, including the Erasmus Knowledge Alliances and the new European Universities Initiative. Additionally, universities are adapting existing curricula to match STEM and SMAC job profiles.

b) Corporate lifelong learning initiatives for a digitally skilled workforce

The creation of a strong corporate learning programme that adapts to the evolution of internal workforce skills may be achieved by establishing an internal continuous learning culture, but also by influencing HEIs and vocational training institutes to adapt their curricula to match the evolution of workforce skills through different partnerships. Industries are reinforcing their internal corporate lifelong learning strategies and programmes to better manage their workforce evolution and upskilling. New industrial academies and campuses are emerging online with clear learning content and programmes. Some are dedicated exclusively to internal workforce upskilling or reskilling, while others are publicly accessible with the objective of training future employees that can be recruited by the company. Some industrial academies are also creating joint programmes with universities where the expected workforce skills are promoted in their curricula. These industrial academies also support online learning because it aligns with the employment schedule.

Industrial academies have greater flexibility in experimenting with new digital tools such as learning factories or virtual reality-based classes, and new learning approaches are being trialled. Upskilling requires fast and efficient learning approaches. Various learning models have been revisited, mainly corresponding to the two approaches shown in Figure 2.5 that are, first, pedagogy (which pertains to teaching children), and second, andragogy (which pertains to teaching adults) (Knowles, 1980). The latter approach promotes learning by doing and is well supported by new technological tools such as virtual reality, serious games classes or learning factories, where it has been observed that upskilling workers for specific tasks will be more efficient than classical pedagogical approaches, which involve considerable abstraction in learning.
Various innovative education (EdTech) start-ups are piloting new approaches and tools while basing their innovations on neuroscientific findings or innovative digital learning tools and methods. Finally, some industries are deploying careers coaching to narrow the digital divide in addition to generational or gendered divides (Deloitte, 2018).

c) Vocational training initiatives for digital skills workforce matching

Vocational training is responsible for educating a future workforce that will complement university-graduated employees. It usually focuses on manual skills such as baking, carpentry, plumbing, logistics and transport. With the high demand for digital and basic programming skills in the workforce, vocational institutions are already incorporating digital skills into their programmes to match workplace requirements. These include basic programming and coding competencies, human-robot interaction, voice control command systems, or virtual reality-based interactions with connected processes.

Recently, in France, the debate around introducing programming and digital knowledge learning phases in schools has resulted in several initiatives to provide students with digital learning certificates following a vocational training programme, and a platform via which students and children aged 13 and over can acquire digital skills, rewarded with a digital certificate.

At the international level, ITU aims to strengthen digital skills at basic, intermediate and advanced levels through a number of projects and initiatives, including the Centres of Excellence programme, the Digital Transformation Centre Initiative, and, in partnership with the International Labour Organization, through the Digital Skills campaign described in the report Digital skills: Preparing young people for the future of work in the digital economy (Decent Jobs for Youth, 2017). Other initiatives, such as the European Union DigComp (Vuorikari et al., 2016), have aimed to improve citizens’ digital competencies and shape digital competency building. Similarly, the Digital Skills and Jobs Coalition initiative in the European Commission’s new Skills Agenda is intended to guide the vocational training of young unemployed people and help upskill the workforce.

Beyond digital skills: Post-AI and computational thinking

Economic studies have forecast that the digital economy will continue to affect workforce evolution, and a severe digital skills gap is predicted if no digital upskilling plans are urgently established in different industries. However, digital societies emphasize that citizens must be digitally skilled to better interact with digital tools and processes, thus promoting digital literacy as a universally necessary asset for all citizens (Vuorikari et al., 2016) and the workforce in the growing digital economy. Regarding the question posed in this article – will every job involve programming skills in the growing digital society? – the answer is ‘yes’ for all jobs that involve

---

**Figure 2.5. Pedagogy and andragogy learning approaches**

<table>
<thead>
<tr>
<th>[a] Pedagogy passive learning model</th>
<th>[b] Andragogy 4MAT active learning model</th>
</tr>
</thead>
</table>

Source: Authors’ own 2020, unpublished*
advanced digital tools and solutions and ‘no’ for jobs that do not involve digital tools.

Two key categories were addressed in this article: programming jobs, which should unquestionably monitor the evolution of programming languages, and non-programming jobs, which do not require coding syntax for programming languages but will require mastery of computer programming logic and the high-level language appropriate to the industry, such as jobs that employ new data analytics tools. It is clear that only a small but critical proportion of future jobs will demand digital skills with advanced programming languages and STEM skills. Basic and intermediate programming skills will be necessary to implement and code digital tools in the future digital economy. Most future jobs across various industries will require digitally skilled workers to configure, interact with and use digital tools. In response to this creation and adaptation process, different for-profit, non-profit, governmental and international initiatives have emerged to provide different learning options to adapt the current workforce to digitized processes and provide the new generation with the skills required for the new digital economy.

Recent forecasts suggest that technology will simplify programming languages and allow not only advanced digitally skilled workers to design and programme new services or applications but anyone sufficiently skilled to interact with emerging digital interfaces. Finally, while the digital economy promotes digital and computational learning at all educational stages, interest has shifted toward what is termed post-AI or human computing, in which AI machines will collaborate with humans to achieve certain tasks, and towards the effects of computational thinking and human thinking and the ambition to usher in a new era of computer-based math (Wolfram, 2020), in which we can solve complex problems that have hitherto remained unsolved.

Neuroscientists are investigating the possible benefits of combining human and computational thinking to solve more complex human and universal problems. This poses different challenges with respect to learning tools, approaches, learning age and the specific problems to be solved. It is also important to note that human computing advocates aim to solve more complex problems by combining human and computational thinking but also to boost human creativity, which is a priority in the digital economy that seeks to construct a new generation of innovative digital products and services. Figure 2.6 depicts the possible interactions between these concepts and paves the way for discussion of this post-AI digital human computing.

We believe that the overlapping zones between human thinking, computer science, and mathematical science should be investigated to understand the extent to which computational thinking (Yasar, 2016) complements mathematical thinking and human thinking. The overlapping zones between mathematical thinking, computational thinking and all other sciences are key avenues for investigation in the new complex problem-solving and human creativity process.
Figure 2.6. Human thinking and ‘computational’ thinking: beyond digital skills

Source: Authors’ own 2020, unpublished
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Bibliometric analysis for mapping digital skills for future jobs

By Elyn L. Solano-Charris, Carolina Velásquez-Mora & Estephanie Silva-Avellaneda

Introduction

In recent years, the world has been immersed in a great tide of technological changes characterized by rapidly advancing innovation in digital technologies – such as artificial intelligence (AI), the Internet of Things (IoT), robotics and blockchains, among others – which has had a significant impact on daily jobs worldwide.

Since the first industrial revolution and the first major developments in technologies, employment in industrialized nations has risen substantially over the medium-to-long term (Brandes & Zobrist, 2017). Automation has created more jobs worldwide than it has destroyed. As mentioned by Brandes and Zobrist (2017), around 200 000 of the 800 000 new jobs created between 1990 and 2013 can be attributed to automation. However, while many fears regarding future jobs emerged during the first industrial revolution, such fears have proven to be unfounded (Brandes & Zobrist, 2017).

The future of work is not only influenced by automation but also by the interaction of other megatrends, including globalization, demographic change, environmental sustainability, urbanization, increasing inequality and political uncertainty. All of these factors are important when trying to analyse the future of the labour market and the skills required (Bakhshi et al., 2017).

Education and training institutions must adapt to the challenges of automation and digitization with a highly practical orientation and accelerated changes in vocational training to respond to evolving occupational profiles and skills requirements. Moreover, further training and retraining will also be important, since employees will have to engage in lifelong learning to be capable of responding as rapidly and effectively as possible to changes caused by automation and digitization (Brandes & Zobrist, 2017).

In this article, a bibliometric analysis was used to map digital skills with future jobs using the Scopus database (www.scopus.com), including a data set composed of scientific articles from academic journals. Contributions were analysed to identify the main skills denoted in the digital economy. Results indicate the most influential countries, authors and institutions, as well as their suggestions on developing the skills and abilities required for digital transformation. Furthermore, a first approach linking skills, abilities and the nature of jobs and educational programmes is suggested.

Finally, future lines on the subject are provided for researchers and practitioners.

The rest of the paper is organized as follows: the next section introduces the data-collection criteria and methodology; the third section describes the results and the fourth section the discussion of research trends and future lines; and the final section provides some conclusions.

Data collection and methodology

The methodology implemented to define the state-of-the-art of digital skills for future jobs is based on bibliometric analysis. Bibliometric analysis is considered the perfect combination of statistics and analysis of big data to understand basic phenomena, with a well-organized database (Chang et al., 2020; Pourkhani et al., 2019; Muñoz-Villamizar et al., 2019; Pritchard, 1969; Merigó et al., 2018). Nowadays, this method is widely employed in scientific research to study the relevance of a research field, the most prolific researchers and the most-cited contributions, among others (Chang et al., 2020; Yeung et al., 2018; Nederhof 2006).

Our bibliometric analysis is based on literature recorded in the Scopus citation database (www.scopus.com), since it is defined as one of the...
largest citation databases available with high-quality peer-reviewed journals, books and proceedings (Elsevier, 2020).

First of all, the keywords ‘digital skills’, ‘digital transformation’ and ‘education’ were included in the Scopus search tool to obtain a first list of articles combining these three terms in the title, abstract or keywords. Then, a new and complete query string was defined (see Table 3.1).

An initial set of 433 publications published between 2002 and 2020 was obtained from the database search. After an exhaustive and detailed analysis of these documents, 304 papers published between 2014 and 2020 were selected due to their relevance and quality. The results were then filtered by subject area, keywords and year. The VOSviewer software developed by van Eck and Waltman (2010) was applied to define the most representative authors, the location (country) of the institution the author(s) are affiliated with, and keywords in the digital transformation field.

VOSviewer collects data and generates maps based on bibliographic coupling, co-authorship, citation and co-occurrence of keywords (van Eck and Waltman, 2010; Muñoz-Villamizar et al., 2019). To easily understand this analysis, the definition of each concept based on Kessler (1963) and Small (1973) over the VOSviewer functions was considered in this study, as follows:

- Co-occurrence of keywords shows the most common keywords used by different papers. These keywords usually appear as a network connection map that visualizes the most frequently used keywords and interconnection among them (Cancino et al., 2017).
- Citation analysis measures the most-cited papers, journals, authors, etc.

**Results**

Based on the previous methodology, the keyword analysis and most-cited papers, the leading articles and sources, countries’ participation and the evolution of the literature in the topic is provided below.

Chart 3.1 represents results in terms of yearly evolution. The first article related to these topics was published in 2014 (Jaschke, 2014). This first paper focuses on the facilitation of mobile learning processes in technical, vocational and engineering education as well as their integration in the learning process of job scenarios in Industry 4.0. In 2015, a published article focused on understanding how prepared the world is for the fourth industrial revolution. Since 2016, there has been a growing trend in the number of publications. The year with most relevant results was 2017, with 21 documents; 2018 almost tripled the number of publications with 62 documents; and 2019 represents the year with the most publications with 190 documents. Compared with 2017, 2018 represented 195 per cent growth and 2019 saw growth of 804 per cent. So far in 2020, there are already 17 documents. Notably, the last four years (2017–2020) represent 97 per cent of the total documents registered since 2014.

**Keyword analysis and most-cited papers**

Keyword analysis is one of the most vital bibliometric analysis tools (Merigó and Yang, 2017; Muñoz-Villamizar et al. 2019). This analysis shows the main topic trends and how they are interconnected. Furthermore, analysis of the main keyword has the capacity to establish researchers’ main concerns. Figure 3.1 shows the 152 (out of 6 972) most common keywords, with a minimum
of 10 occurrences. Each circle represents a keyword; the bigger the size of the circle, the higher the number of publications that have the corresponding keyword in their title or abstract. This map is divided into four main topics.

(1) The red cluster, focused on industry (e.g. Industry 4.0, skills, digital technology, job transformation, etc.).

(2) The green cluster and (3) the yellow cluster are both focused on the educational processes and skills that need to be developed for Industry 4.0 (i.e. technical education, innovation, research, creativity, university education, critical thinking, analysis, etc.).

(3) The blue cluster represents the capacity development in the workplace represented by process solutions, higher education, strategy, software development, software effectiveness, etc.

Another important tool in the keyword analysis is the timeline of evolution of keywords to define the most recent specifications of topic trends. This analysis is shown in Figure 3.2. The yellow cluster shows the most recent topics, i.e. data analytics-oriented, along with critical thinking, big data, platforms, science, strategy, creativity, etc. It is followed by the original red cluster, which is more focused on Industry 4.0 and has now become the green cluster. Finally, the purple cluster is the oldest one (i.e. technical education-oriented).

Leading articles and sources

Regarding the impact of contributions and sources, Table 3.2 shows the top 10 journals focused on the skills and abilities required for digital transformation in Industry 4.0 that have a minimum of 20 citations. The most important journal was Procedia Manufacturing, as it has the highest number of cited articles. Other important journals are Procedia CIRP and the Journal for Labour Market Research, and together these three journals have more than 328 citations. Table 3.2 shows the journals indexed in Scopus that are responsible for the most-cited articles (20–94 citations) related to digital skills and digital transformation.

Research contributions by countries

Concerning the research contribution by country, Table 3.3 shows the top 10 countries with the highest number of publications according to the location (country) of the institution with which the author(s) is affiliated. It is important to note that the contributions of these 10 countries represent 48 per cent of the documents published in the area, out of 65 countries that have published at least one scientific document related to the topic. There is no significant variation between countries’ publications, citations and total link strength (i.e. the number of publications in which two keywords occur together).
Figure 3.1. Co-occurrence of author keywords

Source: Authors own 2020, generated with VOSviewer, unpublished

Figure 3.2. Evolution of author keywords co-occurrence

Source: Authors own 2020, generated with VOSviewer, unpublished
Discussion

Demands of the digital economy

The fourth revolution is creating a digitally enabled environment around the world that is affecting every company because digital innovation can transform practices, improve performance and increase growth across all industry sectors (Australian Industry Group, 2018).

Hence, advancements in AI, IoT, cloud computing, big data, e-commerce and blockchain, among other technological developments, are transforming the nature of the link between

Table 3.3. Top 10 countries by number of documents

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Documents</th>
<th>Citations</th>
<th>Total link strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Indonesia</td>
<td>47</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Germany</td>
<td>28</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>Russian Federation</td>
<td>25</td>
<td>49</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Italy</td>
<td>24</td>
<td>122</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>Malaysia</td>
<td>22</td>
<td>21</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>Spain</td>
<td>16</td>
<td>28</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>United States</td>
<td>14</td>
<td>27</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>United Kingdom</td>
<td>13</td>
<td>77</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>India</td>
<td>11</td>
<td>19</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>Australia</td>
<td>9</td>
<td>135</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: Authors own 2020, obtained with VOSviewer, unpublished
technology and employment. All these technologies have led to expanded market reach and reduced costs, which have facilitated the development of new products and services. Moreover, these technologies have transformed the way goods and services are produced and delivered, as well as the business models used in companies, including both start-ups and big multinational companies (Organisation for Economic Co-operation and Development [OECD], 2014). Nevertheless, just as innovation in the digital economy allows the rapid development of new business models, it can also lead existing businesses to become obsolete.

Businesses from all sectors of the economy are now able to create their operating models around technological resources to improve flexibility and efficiency, and extend their reach into global markets; moreover, digital networks and communication infrastructure provide a platform on which people and organizations create strategies, interact, collaborate, sell, work, seek information and communicate with each other (OECD, 2014).

Therefore, the digital economy requires each collaborator in the workforce ecosystem – i.e. non-profit organizations, education, business community, youth and community, government and the public sector – to support various strategies and functions to create their own set of knowledge, expertise and resources – including research, data, tools, technology, funding and networks, among others – in order to be prepared for the challenges of the digital economy.

Workforce ecosystem interaction generates new companies, occupations and forms of work that also require new skills. Deep changes derived from new ways of generating value in the production and distribution of goods and services also give rise to major opportunities for progress from an economic perspective, i.e. productivity, competitiveness, production growth and employment levels; and from a social perspective, i.e. education, health, access to information, public services, transparency and participation. Moreover, in order to leverage the benefits of the digital economy, workforce leaders, workers, educational systems and governments need to develop a framework, programmes and policies promoting digitization and strengthening public and private investment to that end. Regarding strategies, the following can be considered:

- dual-education programmes to improve coaching, mentoring and management skills that may help boost engagement and job satisfaction;
- experiential learning and development to offer wraparound services, social and emotional learning, positive youth development, college and career exposure activities, hands-on learning, real-world experiences and mentoring to support skill development;
- demand-driven frameworks to prepare youth for direct employment;
- career pathway models to incorporate input from the business community while identifying skills needed for their specific industries;
- qualification frameworks to outline specific tasks and assessments that demonstrate skills in specific fields;
- feedback loops between youth and the business community;
- Internet access, digital accessibility and social networks, among others.

It is still too soon to define the jobs and skills that will be required in the future labour market. However, some governments have published reports that define their priorities for the future. For example, the United Kingdom in its Digital skills for tomorrow’s world: Interim report (2014), stated that all jobs and citizens would need to be literate, numerate and digitally literate. In the same way, other studies such as Maisiri et al. (2019) concluded that future job requirements will depend on the sector in which the expert is employed. Some job profiles needed in smart factory systems are related to programming, mechatronics, robotics, data analysis, IoT, design and maintenance of smart systems, process analysis and bionics. In most of these occupations, workers need to acquire generic information and communication technology (ICT) skills to be able to use such technologies in their daily work activities.

Even though there is agreement that digitization will continue to transform skills requirements for employees in the foreseeable future, it is possible to make certain assumptions and to consider general groups of skills required for the digital economy. Employees should display competencies in each of the different groups of skills (technical, managerial, personal and social skills mentioned...
below) to support the lifelong learning of individuals and their ability to adapt to workplaces and future disruption, and succeed in a digital economy (adapted from Markow et al., 2018).

### Higher education and training systems

Educational and training institutions need to equip workers to respond to the challenges of automation and digitization. Faculty and administrative staff should be engaged in structuring curriculum design while identifying required skills in the coursework and defining the teaching and learning methods, as well as working in coordination with employers regarding their expectations of job skills development.

Permeability between vocational and academic training, as well as a practical orientation, are required from the education and training system. Institutions that effectively integrate learning opportunities to impart these skills will not only train their graduates for career success but will also become effective partners to employers (Markow et al., 2018).

Moreover, after initial training, further training and retraining will also be necessary: “Employees will have to engage in lifelong learning through further training if they are to be capable of responding, as rapidly as possible, to changes in skills requirements triggered by automation and digitalization” (Brandes & Zobrist, 2017, p. 3). Thus, educational institutions should be prepared to provide lifelong learning options to both students and teachers so that they can play an active role in organizations’ efforts to keep pace as technology and other workplace transformations make work more complex.

Concerning the digital skills of teachers, qualifications and the ability to adapt to change are important competencies that must be considered in schools and universities because they are the trainers of future generations. Therefore, teachers must develop a series of competencies that allows them to manage properly all technological, pedagogical, informational, communicative and axiological resources (Levano-Francia et al., 2019).

The United Nations Educational, Scientific and Cultural Organization (UNESCO, 2018) has established three areas of digital competencies which are summarized as: (1) understanding and integration of technological competencies, (2) application of technological knowledge to the resolution of real and specific problems, and (3) production of new knowledge from that already generated. In many countries there is still a gap in teachers’ digital competencies that is yet to be bridged.

Regarding the general categories of skills for the digital economy, educational institutions and teachers should continue to incorporate strategies for providing technical, managerial, personal and social skills to create:

- **Digital citizens** (people who use digital technology purposefully and confidently to communicate, find information and purchase goods/services).
- **Digital workers** (people who have the ability to evaluate, configure and use complex digital systems. Elementary programming skills such as scripting are often required for these tasks).
- **Digital makers** (people with the skills to build digital technology – typically software development).

Regarding technical skills, the most relevant abilities are developing and integrating enterprise information technology systems, knowledge of security standards and communication, virtual communication and media skills, big data analytics, AI and cloud computing. The main managerial skills are complex problem-solving, decision-making, service orientation, negotiation, leadership, teamwork, autonomy, task direction, mentoring, job rotation and the ability to work under pressure. The most important personal skills are the ability and willingness to learn new things, emotional intelligence, analytical and logic skills, critical thinking, communication and networking, leadership, reliability and responsibility, adaptability, active collaboration, autonomy and creativity. Finally, the most frequently required social skills are: teamwork, the ability to be committed and cooperative, the ability to transfer/acquire knowledge, collaboration for synchronization of processes, intercultural and language skills, research skills, civic skills, professional ethics and cognitive flexibility (Sallati et al., 2019; Maisiri et al., 2019; Jerman et al., 2019).

Educational programmes should adopt smart curricula, including computing communication as a
Differentiation and personalization, modularity, self-management programmes, strong professional ethics, student-centred pedagogies, competency-based assessment, collaborative learning environments, virtual learning environments, interdisciplinarity and management training, real-world problem applications and innovative pedagogy are all priorities in educational programmes. To address these challenges, reform of the educational paradigm and revisions of traditional pedagogy and curricula are needed. This transformation should be based on critical analysis of the use of ICT tools and digital content in classrooms, and blended and online learning (UNESCO, 2020).

Through technology, educational programmes may provide meaningful learning experiences that can increase student motivation, engagement, collaboration and hands-on learning opportunities which allow for learning at all levels and increase student confidence (Marie & Kaur, 2020).

The gap between educational systems and the digital skills required for future jobs

In the past few years, governments, academia and industry have been remarkably concerned about the skills and abilities needed in the digital transformation era for future jobs. This can be seen in the World Bank report on digital skills among the population (World Bank, 2019) that shows the proportion of the labour force that has enough digital skills (e.g. computer skills, basic coding, digital reading) and rated the extent of those skills in a range of: 1 = not at all; to 7 = to a great extent (see Figure 3.3). The top 10 countries out of 141 and their respective rates are: 1. Finland (5.83), 2. Iceland (5.67), 3. Sweden (5.67), 4. Netherlands (5.63), 5. Singapore (5.66), 6. Israel (5.50), 7. Switzerland (5.47), 8. Estonia (5.43), 9. Denmark (5.42) and 10. Malaysia (5.37). The country with the lowest rank in the report is Angola, with a rate of 2.45.

A strong effort has been perceived from the top 10 countries’ governments as they have invested economic resources in developing research into digital transformation, as well as implementing changes in their educational systems to respond to market demands.

However, the digital economy requires higher investment by governments in providing open access to the Internet, better Internet connectivity, development of infrastructure and networks. Moreover, governments, businesses, educational systems and society need to work together to support a dynamic workforce to constantly redefine the skills demanded for future jobs, called by some authors reskilling and upskilling (Vallor, 2015; Illanes et al., 2018).³

Educational systems should focus on reducing the gap between educational programmes and labour markets. Additionally, educational programmes should provide a pedagogical model based on competencies while incorporating digital reskilling and upskilling in the technical, managerial, personal and social fields for digital citizens, digital workers and digital makers. A constant training programme should be implemented for teachers to keep pace with the rapid development of technology and innovation in pedagogical
methods, to better support the development of
digital skills in their students.

Conclusions and future research

This article presents a bibliometric analysis for
mapping digital skills and future jobs. The analysis
is based on a sample of 304 papers. Contributions
were analysed to define the main skills denoted
in the digital economy, i.e. technical, managerial,
personal and social skills. Results indicate the most
influential countries, authors and institutions, as
well as their suggestions on developing the skills
and abilities required for digital transformation.

According to the literature, technological
developments such as AI, IoT, cloud computing,
big data, e-commerce and blockchain, among
others, have created a new interaction between
the workforce ecosystem in the digital economy
that creates innovative businesses, jobs and
forms of work. Hence, some authors consider
that a digitally competent employee should have
an integrated mix of the technical, managerial,
personal and social skills required in the digital
economy to increase productivity, competitiveness
and employment levels.

Higher educational institutions need to equip
workers and citizens for the challenges of the
digital economy not only by providing solid
initial (basic) training but also lifelong learning
opportunities. Therefore, reform of traditional
pedagogy and curricula based on critical analysis
of the use of ICT tools is needed. Industry and
government inputs should be incorporated in
the construction of the framework and curricula
models, with the purpose of reducing the gap
between job market requirements and building
the capacities of future workers.
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Impact of AI on employment

By Lav R. Varshney

Introduction

Ever since the industrial revolution’s Luddite movement, which involved violent protests against automation of textile production, there have been periodic warnings that new automation technologies would eliminate numerous jobs (Autor, 2015). Since this first industrial revolution, there have been further technological revolutions driven by new general purpose technologies that have caused significant societal and economic shocks. The second industrial revolution at the end of the nineteenth century and beginning of the twentieth century was associated with widespread deployment of electricity generation and distribution networks, as well as wireline and wireless communication networks. The third industrial revolution after the Second World War was characterized by rapid advances in computing that enabled new ways of generating, processing and sharing information. We are now said to be in the midst of a fourth industrial revolution driven by the general purpose technology of artificial intelligence (AI) (Brynjolfsson & McAfee, 2014; World Economic Forum [WEF], 2016).

Notwithstanding the Luddites or apocryphal stories of the lumberjack Paul Bunyan being replaced by automation, elimination of jobs is not the only impact in historical precedents of technological shocks stemming from the introduction of new general purpose technologies that changed the nature of work performed by people and by machines. Often, people were augmented by technologies to yield better performance, e.g. one can imagine Paul Bunyan working with a chainsaw rather than being replaced by one. More importantly, new sectors of the economy arose, with novel kinds of jobs.

Although there is significant debate, some argue that this fourth industrial revolution may have different structural effects on the economy and society than previous revolutions (Vermeulen et al., 2018; Borland & Coelli, 2017; Balsmeier & Woerter, 2019). There may be a different balance between job elimination and job creation than before (Acemoglu & Restrepo, 2018; Acemoglu & Restrepo, 2019). In fact, since AI is a general purpose technology, future AI research and development policies may play a significant role in determining whether more jobs are created than eliminated (Wilson et al, 2017; Acemoglu & Restrepo, 2020). Some have argued that there is a strong ethical case for slowing the deployment of AI technologies to prevent widespread societal disruptions (Wright & Schultz, 2018). Others ask whether humans should even work or instead pursue leisure activities when automation can take care of basic needs, and whether work is needed for meaning in human life (Santos et al., 2020).

In fact, appropriately structured human-AI teams may be even more powerful than either alone (Seo et al., 2019), so there is a need to investigate the economic and employment possibilities of humans with augmented intelligence. In fact, different knowledge, skills and personality traits may be more useful for working jointly with AI in the best manner than for performing the same task alone. For example, in human-AI joint creativity, the social intelligence of the human partner may be even more important than their individual creativity. As a classic example, in past chess competitions where humans could compete with AI assistance (so-called centaur chess or advanced chess), one could rank teams as follows: “(1) a chess grand master was good; (2) a chess grand master playing with a laptop was better. But even the laptop-equipped grand master could be beaten by (3) relative newbies, if the amateurs were extremely skilled at integrating machine assistance. ‘Human strategic guidance combined with the tactical acuity of a computer,’ concluded [Gary] Kasparov, ‘was overwhelming’” (Thompson, 2013). As a more recent example, top amateur Go players augmented with the top AI system for Go (Google’s AlphaGo) can generally beat the AI alone, so in this sense a human with augmented intelligence is stronger than an AI system alone (Mozur, 2017).
Empirical results show that automation of jobs driven by the introduction of new AI technologies are indeed starting to have an impact on employment around the world (WEF, 2016; WEF, 2019; Dengler & Matthes, 2018). Moreover, several recent analyses have characterized which jobs are most at risk for elimination from AI-based automation in the future (Arntz et al., 2017; Chui et al., 2016). Since different geographies have different mixes of job roles and skill sets, these predictive models can also be used to characterize which cities, rural regions, states or countries may be most affected (Frank et al., 2018; Frank, et al., 2019).

In the remainder of this article, we will detail both the empirical results and predictive characterizations of AI automation’s impact on employment. We will also discuss what these characterizations imply for downstream effects such as people acquiring new skills to move into new job roles. The purpose of this review is to inform the design of economic and social policies that help people not just survive in the age of AI, but thrive.

Empirical findings on the impact of AI on employment

In this section, we review studies on the impact that AI is having on employment (WEF, 2016; WEF, 2019; Dengler & Matthes, 2018). In a global survey of employers carried out by WEF in 2016, only 9 per cent of respondents believed that advanced robotics and autonomous transport (key applications of AI) would be technological drivers of change by 2018–2020. Further, only 7 per cent of respondents believed that AI and machine learning would be technological drivers of change by making it possible to automate knowledge work tasks, and thus cause a decline in demand for cognitive skills. This was compared to 34 per cent for mobile Internet and cloud technology (WEF, 2016). Since that time, however, AI has gained even more abilities.

One should note that the pace of AI research, in terms of achievable technological abilities and economic impacts, is notoriously difficult to predict. For example, AI researcher Herbert Simon famously (and inaccurately) made the prediction in 1965 that, “Machines will be capable, within twenty years, of doing any work a man can do” (Simon, 1965). Further, it has often been observed that contrary to traditional assumptions, it is easier to develop AI for high-level conscious reasoning that is difficult for humans than for low-level sensorimotor skills (Minsky, 1986). As Hans Moravec (1990) wrote, “it is comparatively easy to make computers exhibit adult level performance on intelligence tests or playing checkers, and difficult or impossible to give them the skills of a one-year-old when it comes to perception and mobility”.

Further, there are other barriers to making accurate predictions about the interaction of AI with employment. There is lack of high-quality data about the nature of work, including the dynamic task requirements for various occupations. There is also a lack of empirically informed models of microlevel processes such as skill substitution and humans with augmented intelligence. Finally, there is insufficient understanding of how AI technologies interact with broader societal dynamics such as migration (Frank et al., 2019).

In a 2018 study focused on Germany, occupations were decomposed into smaller tasks and these tasks were assessed by experts for probability of automation using non-machine learning techniques. Assuming only certain tasks can be substituted, they found that at the time of the study, 15 per cent of German employees had jobs that could be substituted by AI. The study also showed an empirical relationship between automation risks and employment growth (Dengler & Matthes, 2018).

Further studies have not just assessed current jobs that can be automated through AI technologies but also made predictions about the future. Yet there is considerable debate on which jobs may be eliminated due to AI, with estimates ranging from 38 per cent of American jobs to only 9 per cent (Arntz et al., 2017). Again, this difference is largely attributed to whether the analysis is performed at the level of complete occupations—which leads to higher estimates—or at the level of decomposed tasks within occupations, which gives lower estimates. In particular, there is substantial heterogeneity of tasks within occupations as well as the adaptability of jobs in the face of technological advances, and workers evidently specialize in non-automatable niches within their profession.

A further report focusing on what will happen around the globe by 2030 suggests that 60 per cent of occupations have at least 30 per cent of
work tasks that can be automated (Manyika et al., 2017), which will change the nature of many occupations even if they are not eliminated. Moreover, there will be significant creation of new job categories due to technological change. Although the majority of jobs will, by 2030, have the possibility of AI-driven automation, the number of jobs actually changed will not be as high due to technical, economic and social factors that affect adoption. Models also predict that by 2030, 75 million to 375 million workers around the world will need to switch occupational categories (Manyika et al., 2017). We consider such migration next.

**Downstream impacts: Job migration via reskilling**

In this section, we focus on how significant variation in the job loss characterizations mentioned above also implies a variety of approaches to understand the downstream impacts (like shifting to new jobs via skill acquisition) of the technological shock of AI. In particular, we describe average-case approaches that consider ensembles of predictions as well as worst-case approaches. Note that there have been studies on the distribution of skills throughout jobs in the United States with respect to automation (Frank et al., 2018; Frank, et al., 2019) and others that try to assess the possible effects of automation (Chui et al., 2016; Youn et al., 2016). Several recent analyses have characterized which jobs are most likely to be eliminated by AI-driven automation (Arntz et al., 2017; Chui et al., 2016; Manyika, et al., 2017). Combining these analyses with data on the geographic distribution of job roles and occupations allows one to characterize which cities or countries may be most affected. Frank et al. (2018) and Frank et al. (2019) do so using estimates of which jobs are most likely to be eliminated due to AI-based automation, taking an average-case view of the previous analyses of which jobs are likely to be automated. In comparing large cities to small cities in the United States, it was found that small cities will need greater employment adjustments, such as worker displacement and job content substitutions. Large cities, however, have more managerial and technical professions that require specialized skills that are not easily automatable, reducing the potential impact of automation there (Frank et al., 2018).

Geographical migration has long been considered one of the key mechanisms through which labour markets adjust to economic shocks, such as those created by the introduction of new technology. Such geographic migration has been observed empirically in response to AI technologies (Faber et al., 2019). However, rather than moving physically, people may try to migrate into new jobs and industrial sectors while remaining in the same place geographically. Indeed, providing training to enable people to move into new job sectors has been a standard policy response to the AI revolution, though it is worth noting that personal qualities may also impact the ability to migrate occupations (WEF, 2019). There are limited studies on the dynamics of how this process may play out, cf. Frank et al. (2019). In fact, migration models such as gravity and Markov models from the study of human migration (Ginsberg, 1972) can be adapted to understand how this shift may happen. Such migration models have rarely been used to study occupational change (Stewman, 1976) but never in the context of technological shock, e.g. from AI, except in our own unpublished work. Given the difficulty in characterizing and predicting AI advances, one can take a worst-case rather than average-case view of the technological shock, to consider the impacts of eliminating the most common job in a given locality. This eliminates the significant uncertainty in assessing and making predictions about which occupations are most amenable to AI-based automation.

One typical dataset for such an investigation includes data from the United States Bureau of Labor Statistics (a common source of data for such investigations (Mark, 1987)) that captures the job distribution in each metropolitan or rural area. This includes the Occupation Employment Statistics programme, which produces employment changes and wage estimates annually at national, state and city levels. Another typical dataset is the Occupation Information Network (O*NET) database, which can be used to introduce the notion of job distance, allowing a measure of the difference between jobs based on the skillsets required to successfully perform them.

The O*NET database contains hundreds of standardized and occupation-specific descriptors obtained by surveying a broad range of workers from each occupation. O*NET classifies occupations into one of five Job Zone groups,
which are ranked based on the level of education, experience and training necessary to perform the occupation. Zone One jobs require little or no preparation whereas Zone Five jobs require extensive preparation. Each job has descriptors that define the attributes of the job: abilities, interests, knowledge, skills, work activities, work styles and work values. Each of these descriptors has additional sub descriptors with an individual rating from zero to 100. A final type of dataset that is useful for such investigations is the Job Openings and Labor Turnover Survey (JOLTS) dataset, which is also from the Bureau of Labor Statistics. JOLTS keeps an up-to-date record of each industry and its corresponding rate of average job openings, hires, quits, and layoffs and discharges.

Drawing on the aforementioned datasets, we performed this kind of worst-case analysis and our results are in fact reminiscent of results from an average-case analysis (Frank et al., 2018). What we found is that rural areas are less robust to automation than are metropolitan areas, since occupations are more concentrated in rural areas and so the absorption of displaced workers is not spread out. In this sense, larger cities may be more resilient to automation by having broader absorptive capacity.

Conclusion

In this article, we have reviewed several studies on the impact that AI may have on employment both globally and in specific geographies such as Germany and the United States. These studies characterize which occupations may see modification due to machine-augmentation, which may be eliminated, and which kinds of new occupations may arise due to technological change, and then provide aggregate statistics across many industrial sectors or even the whole economy. As we have discussed, such characterizations and predictions are difficult not only due to a paucity of detailed data and models of job reskilling and migration, but also due to the fundamental unpredictability of developments in AI abilities. In fact these uncertainties may be magnified in attempting to understand downstream dynamics of how people may react to job elimination. As such, we also described the idea of drawing on models of human migration from mathematical sociology in a worst-case manner to understand the impact of AI-driven automation downstream.

These empirical findings and model-based predictions can specifically be used by policymakers to develop appropriate policy responses; for example, to determine which kinds of digital reskilling programmes may be more effective and which geographical areas may benefit from them the most. On the other hand, research findings show that there are several job categories with tasks that are resilient to AI-based automation and there are geographic regions that may be intrinsically robust. These findings can be used to focus resources where there is greatest need while maintaining appropriate fairness.

AI techniques are already being used to model and predict a variety of societal and economic processes, and even to develop optimal public policies using mechanism design and reinforcement learning (Zheng et al., 2020). Going forward, it may be feasible to use AI itself to better predict the impact AI will have on employment and on human life more broadly, and then develop appropriate policy responses.
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Digital skills for gig workers in digital platforms

By Hilda Mwakatumbula and Goodiel Moshi

Introduction

Africa is home to the youngest population in the world. The United Nations Development Programme estimates that by 2055, the continent’s youth population (15–24 years old) will reach 226 million.1 Youth can be a blessing; however, as with any resource, unless adequately managed it can become a burden. African youth face several challenges in integrating with the global economy, including pervasive unemployment due to low education levels (Coulibaly et al., 2019). Most African youths live in poverty and some opt to migrate abroad in search of greener pastures. As the world approaches the Fourth Industrial Revolution, African governments have a significant role to play in addressing issues facing youth.

The Fourth Industrial Revolution has led to migration to the digital economy as the world becomes more digitized and sophisticated every day. New technologies play a critical role in all sectors of the economy and have an impact on interactions within society and thereby the labour market (Leahy & Wilson, 2014). The changing digital landscape forces workers to continually update their skills to remain competitive in the labour market. In the United States, 82 per cent of middle-skilled jobs are digital-intensive, and workers with digital skills have higher remuneration (Bradley et al., 2017). Today, countries seek to update their citizens’ skills to ensure that everyone can participate fully in the economy and that employers in all sectors can hire the necessary digitally skilled employees. Most developed countries, including the United States and United Kingdom (UK), and regional organizations such as the European Union and Organisation for Economic Co-operation and Development, are working hard to scrutinize skill demand in current and future labour markets.2

In the sub-Saharan Africa (SSA) region, governments are dedicated to adopting the digital economy as a lever for stimulating economic growth, improving the quality of service delivery and enhancing job creation. Some countries in the region (e.g. Rwanda) have made tremendous progress in creating an enabling environment for information and communication technologies (ICTs) (World Bank Group, 2020). However, several hindrances lie ahead, including the growth of the young population primarily into the low-skilled labour force, the prevalence of the informal labour economy and the inadequacy of inclusive social protection policies. While digital technologies have the potential to create new career opportunities, digital illiteracy excludes a sizeable population in the region from adapting to new technologies, limiting their potential participation in the digital economy (Choi et al., 2020). Thus, building human capital, specifically in digital skills, is critical for the region to leverage the benefits of the digital economy. The region must analyse the essential digital skills required to participate in the digital labour market as a step towards building a literate society.

This study analyses the essential digital skills required to participate in the digital labour market. To do so, it deploys qualitative methodology to gain qualitative knowledge of digital skills from the perspective of workers in the gig economy. The gig economy in this study will adopt the definition of Mastercard and Kaiser Associates (2019), referring to digital platforms that allow freelancers to connect with individuals or businesses for short-term services or asset-sharing. The total value generated from the gig market was USD 204 billion in 2018, and it is expected to rise to USD 455 billion in 2023 (Mastercard and Kaiser Associates, 2019). Our research examines the digital labour market using the case of the Uber gig digital market platform in Tanzania. The gig digital market platform is explored due to its ability to provide job opportunities for low-skilled people. Furthermore, Uber is among the fastest-growing digital platforms in Africa, with 150,000 active drivers and five million riders in the region.3 The Tanzanian case was selected because the country has the...
largest skilled digital workforce in the East Africa region (12 per cent) and the fifth largest in the SSA region (World Bank Group, 2020). Finally, the study offers recommendations to policy-makers to build a digitally literate society and thereby leverage opportunities in the digital economy.

The remainder of this study is organized into six sections. The next section examines the relationship between the labour market and the gig market economy, offering details on the changes in the labour market landscape due to digital technologies and the emergence of the gig labour market. Because a skilled digital workforce is crucial to participate in the labour market and to take advantage of gig market platforms, the third section emphasizes digital skills. It defines digital skills and explains the different levels of digital skills required by various sectors. The fourth section subsequently provides feedback from focus group discussions and interviews with gig workers on the Uber platform on essential digital skills. The fifth section analyses the essential skills needed for gig labour markets (using the case of Uber). Finally, the last section presents a synopsis of the study, including policy implications for improving the acquisition of digital skills in the Tanzanian labour force.

The labour market in the gig market economy

The labour market is currently in the midst of a dramatic transformation as the result of the Fourth Industrial Revolution, which is characterized by technological innovation, artificial intelligence, robotics and digitization (Vandaele, 2018). A further feature of the Fourth Industrial Revolution is the digitization of the economy, including the emergence of the digital platform economy (Chan et al., 2018). Digital platforms have created online structures that facilitate a wide variety of human interactions and activities. Platforms are multifaceted digital frameworks that alter the way people socialize and work, thereby impacting the value chains of production and profit margins (Kenney & Zysman, 2016).

Digital platforms, through the application of big data, artificial intelligence and cloud computing, are shifting the nature of work and economic structures (Wood et al., 2018). Digital platforms can be mainly categorized into capital platforms – like Airbnb connecting customers with renters (sellers) – and labour platforms such as Uber, which connects customers with service providers to offer either physical services (gig work) or virtual work. These platforms are becoming handy with global platforms like Google and Facebook for advertising and retail. The growth of digital labour platforms led to the emergence of the gig economy that introduced modern employment practices (Taylor et al., 2017). According to Heek (2017), around 70 million people — approximately 2.3 per cent of the global workforce worldwide — have registered for gig work online.

The gig economy is comprised of online platforms that connect service providers to consumers for a particular gig (or job) based on on-demand commerce. Clients can request services through the digital platform via the Internet or mobile-based application, which allows them to access providers and request services. The provider (gig worker) can access the request and communicate with the client on the platform, offer the requested service, and receive compensation (Donovan et al., 2016). According to Kalleberg and Dunn (2016), gig companies’ platforms can be placed into four categories based on worker’s control and wage: crowdwork (e.g. clickwork.com), transportation (e.g. uber.com), delivery/home tasks (e.g. taskrabbit.com), and online freelance platforms (e.g. freelancer.com). This study focuses on a transportation platform (uber.com) in Tanzania.

Transportation platforms such as Uber and Bolt have greater controls but higher wages in comparison to other platforms. Such platforms require background checks and strict branding rules. In addition, employees experience low autonomy but require limited specialized skills (Kalleberg & Dunn, 2016). The low skill requirements in reading and numeracy to participate in the transportation platforms’ labour market makes it appropriate for the SSA region, where the prevalence of poorly educated and low-skilled workers is higher than in other regions in the world. The nature of the gig economy reduces the entry barrier for low-skilled workers and offers the chance for individuals to supplement their incomes while maintaining their core jobs.

According to Brown et al. (2018), the digitization of markets has led to labour scarcity, increased the demand for high-skilled workers and reduced the demand for low-skilled workers due to the
automation of routine jobs. However, digitization is also creating new opportunities for low-skilled workers through the gig labour market. It takes less than two months to take a driving course and earn a driving licence. Given the high number of low/unskilled youth in SSA, the gig economy is likely to play an essential role in job creation. However, while the entry barriers to the gig transportation economy are low, there are still essential digital skills required to participate in the gig labour market.

Tanzania was the seventh African country where Uber launched its services. After its launch in 2016, the platform attracted Tanzanian youths due to the low entry barriers. It is believed that there are almost five thousand online drivers in Tanzania and nine ridesharing platforms. Other transportation platforms such as Ping.com and Bolt.com are also becoming popular in Dar es Salaam and other large cities in the country. These digital platforms have the potential to unlock employment opportunities, on either a full- or part-time basis. It is crucial to scrutinize the essential digital skills required to participate and thrive in this new labour market and thus build a digital-skilled society to reap the benefits of digital platforms.

Digital skills

Digital skills are an essential asset not only to employees but also to an unemployed population seeking to participate in the labour market. Digital skills have proven to be necessary for almost all occupations, from primary occupations to managerial positions (Curtarelli et al., 2017). As the workplace grows increasingly connected, digital skills have become of greater interest to employers; thus, the level and type of digital skills determine inclusion in the labour market (Andrews et al., 2018).

As previously noted, the gig economy creates opportunities for individuals in developing countries to participate in labour markets in several ways. One such way is lowering the barrier to entry for individuals willing to participate in the labour market. One essential denominator of gig market modalities is that participation and operation happen in the digital sphere and thus require some level of digital skills for an individual to participate.

To identify the digital skills required to participate in the gig market, it is necessary to first define digital skills. There is ample literature from both academia and industry that attempts to explain digital skills. For example, the European Commission established that digital competence involves the confident, critical and responsible use of, and engagement with, digital technologies for learning, at work, and for participation in society. It includes information and data literacy, communications and collaboration, digital content creation (including programming), safety (including digital well-being and competencies related to cybersecurity), and problem-solving (Vaikutytė-Paškauskė et al., 2018).

The UK has established a framework with five essential digital skills necessary for life and work. The framework suggests that communication, handling information and content, transacting, problem-solving, and being safe and legal online were essential skills for every UK citizen. In the same vein, van Laar et al. (2017) categorized digital skills into seven core and five contextual twenty-first century skills. The study listed technical, information management, communication, collaboration, creativity, critical thinking and problem-solving as core digital skills. In addition, ethical awareness, cultural awareness, flexibility, self-direction and lifelong learning were delineated as digital contextual skills. While the study offered a framework for twenty-first century digital skills, it argued that the importance of competence in these skills varies; therefore, there is a need to develop measurement tools for specific industries.

As technology continues to change, the set of required digital skills also changes. While broad definitions attempt to include the most relevant digital skills, Skillsoft (2019) argued that the operationalization of such broad definitions may be dangerous to organizations. Digital skills go far beyond the technology itself, and general descriptions may not be appropriate when applied to some specific environments.

Accordingly, the International Telecommunication Union (2018) categorized digital skills in three levels — basic, intermediate and advanced — but emphasized that acquisition of digital skills demonstrates a continuum phenomenon. For example, basic skills consist of entry-level proficiency while intermediate skills are essential to use ICT in meaningful and advantageous ways.
Advanced skills are required to perform specialized ICT and professional tasks. Ecorys UK (2016) further suggested that digital skills have evolved from the use of computers to the use of mobile, connected devices and embedded technologies.

Furthermore, not all technologies are required for all jobs. For example, given the plethora of software applications, the essential skills required in one job may differ from those in another job. For this reason, Skillsoft (2019) proposed that each organization should use broad definitions to align necessary digital skills to meet its organizational goals, as mapped to specific jobs. Thus, one must consider the type of digital skills needed and the level of digital skills required, in this case, to participate in the gig market. Even for participation in the gig market, there are different types of gig markets and each – such as design/programming freelancers or transportation gig markets (Kalleberg & Dunn 2016) – requires different levels of digital skills.

This study specifically focuses on the skills required to participate in transportation platforms. Such platforms are characterized by short-duration tasks and require physical presence and no specialized work skills (Kalleberg & Dunn, 2016). In their study, Kalleberg and Dunn identified general job skills, in particular vehicle driving, which on the International Labour Organization scale falls within skill level 2, requiring the ability to read information such as safety instructions, make a record of work completed, and accurately perform simple arithmetical calculations. As the general job skills required in this job are not necessarily digital, a different set of digital skills is required to enable an individual to participate in this gig market.

This study adopts the definition of Hecker and Loprest (2019) for ‘foundational’ digital skills: “nonspecialized digital skills that may be important for carrying out a job but are not the job’s main substance”. Foundational digital skills are differentiated from high-end specialized digital skills like computer programming, software engineering or digital media design, which may be transacted through digital platforms, usually via freelance platforms. These skills constitute the main substance of the skills needed for the job being delivered. Thus, foundational digital skills, or essential digital skills, are necessary in addition to ‘main substance’ job skills to enable individuals to participate in the transportation platform market.

The fieldwork

Methodology

The fieldwork primarily applied a qualitative methodology, comprising key informant interviews and focus group discussions. The motive was to explore the essential digital skills needed to participate in the gig transportation labour market. Therefore, interviews were conducted with 12 Uber drivers, including the leader of the newly formed Tanzanian Online Drivers Association. Purposive sampling technique was used to select interviewees for an information-rich sample to ensure the study was in-depth (Coyne, 1997; Suri, 2011). Similar to studies on the gig platforms (Adebayo, 2019; Chan & Humphreys, 2018), purposive sampling technique has been used because it is the most effective use of a limited resource by recognizing and selecting the most productive (knowledgeable and experienced) individuals (Patton, 2002).

Among interviewees, 25 per cent were females aged between 20 and 34 years old. Thus, 75 per cent were males, aged between 19 and 43 years inclusively. More than 50 per cent of interviewees were aged between 25 and 35 years old. Further, 30 per cent of interviewees had primary school education, 50 per cent had secondary school education, and 20 per cent had education above secondary school level. The interviews were followed by two focus group discussions to ensure the saturation of data. The first focus group discussion had seven participants and was 100 per cent male. The second group, with five participants, was female-dominated, comprised of 60 per cent females and 40 per cent males.

Both interviews and focus group discussions were conducted in Dar es Salaam, the city in which Uber operates. The discussions focused on understanding essential digital skills and the avenues through which drivers acquire those skills. In these discussions, drivers were offered an opportunity to pose recommendations for improving the level of digital skills among youth. The remainder of this section provides the key findings from the fieldwork.
Findings

Firstly, it was reported that Uber requires its drivers to attend digital training as part of its recruitment procedure, before starting gig work. About 20 per cent of interviewees reported being conversant with digital platforms before registering as drivers, and approximately 80 per cent were not previously conversant with digital platforms. In its early years (around 2017), Uber offered one-on-one training. However, given the growth of the platform, training is currently provided in groups of about 20 people. Prospective drivers wait for about a week to be scheduled for training, depending on demand. The training is usually offered over one day for an average of six hours.

Secondly, participants reported several digital skills essential for online drivers that fall into six categories: smartphone technical operations, the ability to manage information, the ability to communicate online, critical thinking and problem-solving, online safety, and e-payment/banking. Most participants suggested that apart from simple smartphone technical skills such as downloading an application, they were not aware of other necessary digital skills prior to the training. One participant explained during the focus group discussions:

Thirdly, the drivers explained that, even after training, it took time for them to master certain skills, particularly technical tasks such as using maps for navigation. Therefore, as a coping mechanism, drivers often request that their customers provide directions to their destination rather than following the map. The drivers also shared that their communication skills improved quickly early on as they interacted with many customers online. However, as the technology changes at a rapid pace, most drivers now lag behind in online critical-thinking and problem-solving skills, as well as online safety. One participant briefly summarized this issue:

Fourthly, the participants emphasized the need to improve the level of digital skills among youth. The participants affirmed that digital skills training is likely to unlock employment opportunities for youth (consider that Tanzania is now believed to have almost 5,000 registered gig transportation workers) and to reduce critical entry barriers to the workforce, as the level of digital skills needed to participate in labour gig markets is low. In addition, the participants suggested that digital skills among youth are likely to unlock income-generating opportunities in other sectors of the economy. Thus, digital skills should be given emphasis by the government to aid the nation to reap the potential of ICTs.

In short, the Uber platform provides basic digital skills training to ensure that their workers are equipped with essential skills before starting their gig. The training lasts approximately six hours, which reflects the low barrier to entry. The training is not sufficient to fully equip drivers with various digital skills but can help drivers to kick-start their gig work. The training covers technical, communication, information management, critical-thinking and problem-solving, online safety and e-payment/banking skills. Furthermore, the drivers become conversant with additional skills as they interact with customers. However, there is a clear need for periodic training on online safety as well as critical-thinking and problem-solving skills to prepare drivers as technology changes. Finally, participants affirmed that digital skills are crucial to unlock employment opportunities for youth.

“Most drivers were using their mobile numbers as passwords; consequently, several accounts were hacked. Currently, drivers are keener to ensure their safety online. However, as innovation surges, hackers are innovating new hacking techniques. Additional training, particularly on cybersecurity, is vital to ensure the safety of drivers and customers online.”
Essential digital skills for the gig labour market

This section uses Uber as a case study to analyse the essential skills required to participate and thrive in the gig labour market. First, it details why these skills are required for a prospective gig worker based on findings from the fieldwork and literature review. The digital skills dimensions are then analysed against the Uber platform.

The first essential digital skill is technical skill, which refers to the ability to use a smart mobile device and application to accomplish a task. Technical skill requires a worker to know how to operate a mobile device and platform application and to navigate online (Ng, 2012; van Deursen et al., 2016). For gig workers on the Uber platform, it is essential to know how to operate a mobile device (smartphone) and the Uber driver application. A driver must be able to download the application, register and log in.

The second digital skill is the ability to manage information. This skill refers to the ability to access and use information to make informed decisions. Workers in the gig market receive extensive critical information from their clients. Uber drivers receive information about the location and contact details of their clients when accepting a trip. They must understand how to manage that critical personal information. It is essential for drivers not to share that information with a third party. Drivers should use personal information like name and picture to identify the client, and the client's address for easy navigation, to improve the customer's experience. Therefore, the ability of the driver to access and use that information is an essential skill that is crucial to participate and thrive in the gig transportation market.

The third skill is online communication. This skill refers to the ability to communicate with clients online with clarity. Communication is crucial when working in the digitized platform market because clients and providers often have never met. The Uber platform has a specific function whereby the driver can communicate with the client through a short message or call using the phone number from the client’s profile. Also, drivers can interact with the platform online, such as launching a complaint online. Therefore, the driver must be an excellent communicator to thrive on a digitized platform like Uber.

The fourth digital skill is critical thinking and problem-solving, which refers to the ability to use ICTs to make informed judgments and choices, and then use the information gathered in solving a problem (Lee et al., 2016; Scherer & Gustafsson, 2015). For instance, if a driver has more than one route option to use on a particular trip, the driver should be able to use mobile applications to analyse the most efficient path at that moment. Several online applications use artificial intelligence and machine learning techniques to assist drivers in making an informed judgment. Google Maps, for example, can analyse the most efficient route or the best option in case of an emergency. Thus, while critical thinking and problem-solving may not be crucial simply to participate in the gig labour market, it is essential to thriving in the gig labour market, because emergencies are inevitable on the road, especially in big cities.

The fifth digital skill is online safety, which refers to digital well-being and competence related to cybersecurity. Cybercrimes are inevitable on every digital platform. Gig workers must have skills to guarantee their security while transacting via the platform. For example, drivers should be aware not to share their password with a third party online or offline. Thus, gig workers need to understand the risks and threats associated when working online and stay safe.

The sixth digital skill is e-payment/banking expertise, which refers to the ability to manage and monitor digital transactions. Uber requires all drivers to have bank accounts prior to working with the platform. Although this requirement may pose a bottleneck, particularly in Africa where a considerable portion of the population does not have bank accounts, given the fact that most of the current Uber operations are in cities where bank services are widely available, this requirement has not been identified as a barrier. As the service continues to roll out in peri-urban areas – where banking services may be scarce – inclusion of other financial inclusion means such as mobile money can be explored. The bank account is used for online transactions, as customers have the option to pay for trips through cash or cards. If a customer uses a card, the driver will see the amount of money in his Uber account. Uber then transfers that money to the driver's bank account once a week. Drivers must therefore understand
how e-commerce functions in order to effectively monitor their e-commerce accounts.

This study proposes six essential digital skills for gig workers on transportation platforms. These skills may also be relevant to gig workers on other platforms that require low digital skills to operate, such as handy.com and taskrabbit.com.

**Conclusion**

This study opened with an analysis of the challenges facing the world as it migrates towards the digital economy. Digital technologies have altered the labour market landscape, impacting the skills needed to participate in the marketplace. Digital illiteracy restricts a sizeable portion of the population from participating in the digital labour market. However, the low skill requirement (in reading, numeracy and digital skills) to engage in the digital platforms labour market makes it particularly suitable for the SSA region, where the prevalence of a poorly educated and low-skilled workforce is higher than the rest of the world.

Although the entry barriers to participate in the gig labour market are low, specifically in transportation digital platforms, foundational digital skills are still crucial to unleash the full potential of gig markets. Using the Uber platform, this study identified six digital skills that are essential for gig workers to participate and thrive in the labour market: technical, information management, communication, critical thinking and problem-solving, online safety and e-payment/banking. Thus, to ensure the inclusiveness of the workforce participating in the digital gig market economy in Tanzania, it is essential to establish the necessary foundations required to leverage opportunities for the digital platform economy. That includes first building human capital readiness to participate in the digital economy, and second creating a conducive environment to facilitate innovation and job creation.

**Human capital readiness**

Firstly, to build human capital readiness to participate in the digital economy, Tanzania can embed digital skills literacy as a core subject within the academic curriculum in primary and secondary schools. Digital literacy should be emphasized at the same level as numeracy and reading skills. Because primary and secondary school education are free in Tanzania, ensuring that digital skills are taught at these levels will ensure that youth can participate in the digital labour market economy after graduation. To do so, the country may consider training teachers to offer digital literacy skills to students and may provide enabling infrastructures at schools to facilitate digital skills training by practice.

Secondly, as most of the workforce (88 per cent) lack essential digital skills, the country can establish digital skills centres. These centres can be used to offer digital skills at an affordable cost and on a flexible schedule. Primary school buildings can be used in the evening and/or on weekends as digital skills centres. This practice will ensure that the majority of the Tanzanian populace, irrespective of education level, are digitally literate and able to participate in the digital labour market. However, training of trainers and conducive infrastructure are required.

Thirdly, the country should encourage apprenticeships and on-the-job training as a
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means of training a digitally illiterate society. Apprenticeships and on-the-job training will prepare workers to participate in the digital labour market and foster lifelong learning, which is essential in this era of new technologies and innovation.

Conducive environment to support innovation and job creation

Supportive policies are a vehicle to accelerate innovation and job creation in the digital sector. Most popular digital platforms like Uber are currently founded in developed countries. While it is crucial to offer an enabling environment for these platforms, it is high time to encourage and support local innovations. Although it is beneficial to ensure competitiveness among digital platforms, local innovators should be given both priority and the opportunity to grow and create local employment opportunities. Supportive policies are essential to ensure that Tanzanians reap the benefits of the digital economy, overcome unemployment challenges and enjoy economic development.

Digital infrastructure plays a crucial role in ensuring the provision of high-quality digital skills training. Tanzania may consider investing heavily in digital infrastructure to ensure the accessibility and affordability of digital infrastructure for all without discrimination of marginalized communities. Reliable digital infrastructure should include guaranteed complementary physical infrastructure such as electricity.

Therefore, to ensure that Tanzania and other developing countries build human skills readiness and create a conducive environment to support digital innovation and job creation, it is necessary to establish a national digital skills development strategy. The development of the digital skills strategy should involve all stakeholders, including policy-makers, regulators, educators and employers. The strategy will help ensure that human capital is ready to embark on the digital era, as well as supporting the careers of those whose jobs were replaced by technology, by repurposing their skills.

Limitations and direction for future studies

Although this study has managed to offer a framework for essential digital skills to participate in the gig labour market, in particular the gig transportation market, there are various challenges facing workers in the gig market, including lack of social protection. Future studies can emphasize improving the welfare of gig workers, which may involve establishing social protection policy frameworks and lifelong learning programmes for workers in the digital economy.
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Introduction

Improving digital literacy is a key policy goal of governments worldwide. A key component of citizens’ digital literacy is an understanding of the uses of their personal data. Data literacy encompasses skills and competencies essential for meaningful and informed participation in society in the twenty-first century. In an increasingly digitized and datafied society, it is vital that citizens know how to manage, access and critically analyse their data and data-collection processes. In recent years, in both private and public sectors, data-driven decisions have become central forces influencing and reshaping the idea of citizenship. In light of these changes, it is vital that governments focus on the importance of citizens’ data literacy education and training.

A lack of data literacy opens citizens up to personal, social and financial risks – and limits their ability to operate as fully informed active citizens in a growingly digital society. Current policy challenges point to an urgent need to understand and address citizens’ data literacy (United Nations Secretary-General’s High-level Panel on Digital Cooperation, 2019; United Nations Educational, Scientific and Cultural Organization, 2018). These challenges include regulatory changes; public concern over the effects of social media; repeated data breaches; and growing inequities in the uses of digital media.

The analyses presented here relate to these challenges and are based on a nationally representative survey of UK citizen data literacy carried out by ‘Me and My Big Data’ in 2019. ‘Me and My Big Data’ is a University of Liverpool, Glasgow University and Sheffield Hallam University collaborative research project funded by the Nuffield Foundation that seeks to understand the levels of and variations in UK citizens’ data literacy, and to develop policy and educational materials to support improving it.¹ For more information about the project see bit.ly/meandmybigdata.

In this article, we present the preliminary results of the first two research stages of the ‘Me and My Big Data’ research project: (1) a systematic literature review, and (2) a nationally representative
survey of UK citizens’ data literacy. We begin by introducing our new data literacy framework, called ‘Data Citizenship’. This framework is based on a systematic review of literature that identified the current gaps in theorizing data literacy. The Data Citizenship framework focuses on three domains: Data Thinking (citizens’ critical understanding of data), Data Doing (people’s everyday engagements with data) and Data Participation (people’s proactive engagement with data and their networks of literacy).

Following, using survey data from 1,542 responses, we provide new insights into UK citizens’ data practices (security measures, verification of data, trust in online sources) and their understanding of the use of their own data. We then analyse these insights through our theoretical framework Data Citizenship. In our findings section, we reflect on some ‘Me and My Big Data’ survey outcomes. Our analysis reveals some contradictions between how citizens think about the truthfulness of online information (e.g. online news) and what they do to verify its accuracy (e.g. fact-checking). We thus suggest that these contradictions might be related to citizens’ limited data literacy levels. We conclude our article with a set of recommendations for practical implementation of Data Citizenship.

**Conceptualizing Data Citizenship**

To get a better understanding of what work has been conducted on media, digital and data literacies, we mapped debates in this field so far. Our systematic review of academic literature, news articles, government/policy documents and NGO reports revealed that data literacy skills primarily fall into two categories: citizen’s practical management of their data and critical thinking skills about data (though to a much lesser extent). We have categorized these skills and labelled them as two domains: Data Doing and Data Thinking. Our analysis also revealed a third and less discussed area of ‘data literacy’ practice, concerned with citizens’ proactive participation in data society and their ‘networks of literacy’. Accounting for people’s complex data-related engagements with their families, friends and communities, we developed the concept of ‘networks of literacies’. Networks of literacies describe how people engage with others, where and with which media, to gain understanding or skills to engage with media in a way that fits them. The third area of Data Citizenship is called ‘Data Participation’. We propose an open-ended theoretical framework in the hope of starting cross-disciplinary conversations on the value of the different areas of citizens’ data expertise (see Figure 6.2 below).

Data Citizenship is defined as a framework that emphasizes the multi-layered and networked nature of citizens’ interactions with data society. Data Citizenship views citizens not only as passive receivers of and responders to society’s datafication, but as proactive participants and co-creators of data society as well as its norms and regulations. Through Data Citizenship we aim to empower citizens, educators, researchers and policy-makers to engage in both individual and collective critical inquiry into citizens’ data roles, abilities and responsibilities.

**Data Doing**

Data Doing is defined as a set of skills essential for conscious and informed digital participation in the data society. Data Doing builds on the prior scholarly understanding of data management and extends it by adding skills which specifically respond to challenges associated with use of information (e.g. accessing and assessing news). Data Doing emphasizes the importance of citizens’ abilities to manage data in an ethical and critical manner (e.g. citing the original data source when sharing information on social media). Through ‘data doing’ we aim to highlight the importance of practical and ethical data management, creation and deletion, which we find an important aspect that has not been properly covered in the literature so far. An example of Data Doing behaviours might include sharing information on social media. We have identified nine practices when examining citizens Data Doing skills (see Table 6.1).

**Data Thinking**

In the second area of Data Citizenship expertise, Data Thinking, we highlight the importance of citizens’ critical thinking abilities when dealing with data in their everyday lives. We argue that data-literate citizens should use their critical skills as they view and analyse the world through data.
We emphasize the importance of thinking that includes various practices around data (see Table 6.2) such as: being aware, questioning, examining, verifying and understanding. We argue that data citizens should be provided with skills to use data in their daily lives in a way that makes sense to the context of their individual and community life. Data Thinking activities might involve sourcing,

Table 6.1. Nine areas of expertise of Data Doing

<table>
<thead>
<tr>
<th>Area of expertise</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessing</td>
<td>The ability to search for, identify and access services, websites and data</td>
</tr>
<tr>
<td>Assessing</td>
<td>The ability to evaluate data quality and credibility (e.g. fact-checking, checking sources of social media posts)</td>
</tr>
<tr>
<td>Interpretation</td>
<td>The ability to interpret different data formats (e.g. graphs, infographics, interface features)</td>
</tr>
<tr>
<td>Data creation</td>
<td>The ability to create data in different formats (e.g. creation of a blog post, social media post/hashtag, presentation)</td>
</tr>
<tr>
<td>Data citation</td>
<td>The ability to cite data sources (e.g. text references, image sources)</td>
</tr>
<tr>
<td>Data management</td>
<td>The ability to store, encrypt and manage data in a safe and secure way</td>
</tr>
<tr>
<td>Data visualization and manipulation</td>
<td>The ability to represent data in a visual way (e.g. using infographics)</td>
</tr>
<tr>
<td>Data deletion</td>
<td>The ability to delete data (e.g. deletion of cookies, browsing history)</td>
</tr>
<tr>
<td>Ethical use</td>
<td>The ability to use data ethically (e.g. not sharing someone’s else personal data, not manipulating or misquoting data, anonymizing people’s identity)</td>
</tr>
</tbody>
</table>

Figure 6.2. Visual representation of the Data Citizenship framework and its three areas of expertise: Data Thinking, Data Doing and Data Participation

Note: The green circle represents Data Participation; the blue circle represents Data Thinking; and the yellow Circle represents Data Doing.
Source: Me and My Big Data Project
verifying and critically evaluating data while forming an argument or communicating. Data Thinking aims to highlight the importance of citizens’ awareness of data safety, privacy and their data protection rights both as individuals and part of communities.

Data Participation

The third domain of our Data Citizenship framework, Data Participation, outlines the importance of citizens’ proactive engagement with data society. Data Participation incorporates and extends the domains of ‘data thinking’ and ‘data doing’. We propose that empowered citizens use their existing skills to actively participate in the data society by seeking opportunities to exercise their rights as well as to contribute to and shape their collective data experiences. Examples of Data Participation citizens might include persons who actively contribute to online forums, use open data for the benefit of their community, help others to set up a secure password, engage in privacy and/or debates, or take steps to protect their personal information.[See Table 6.3]

Table 6.2. Eight areas of expertise associated with Data Thinking

<table>
<thead>
<tr>
<th>Area of expertise</th>
<th>Data Thinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awareness of data protection rights</td>
<td>Being aware of local (UK) or regional (EU General Data Protection Regulation) data protection laws</td>
</tr>
<tr>
<td>Communicating with data</td>
<td>The ability to refer to, contextualize and use data for communication (e.g. providing evidence to validate an argument, on social media, in research)</td>
</tr>
<tr>
<td>Critical data analysis (e.g. data bias, cultural contexts)</td>
<td>The ability to consider, examine and discuss data bias, methodological errors, inaccurate data visualization</td>
</tr>
<tr>
<td>Data safety (e.g. skills to manage and control ‘digital traces’)</td>
<td>The ability to consider and implement data protective steps when using data (e.g. using private browsing features or more secure browsers, using more secure search engines, strong passwords)</td>
</tr>
<tr>
<td>Privacy</td>
<td>The ability to consider and implement privacy-protective behaviour when using data (e.g. using avatars, deleting tweets every couple of weeks)</td>
</tr>
<tr>
<td>Problem-solving using data</td>
<td>The ability to search for, identify and use data to solve problems (e.g. open data projects)</td>
</tr>
<tr>
<td>Understanding data society (impact, procedures and power dynamics)</td>
<td>The ability to understand the way the data economy works (e.g. how platforms are funded, what cookies are, broadly what algorithms do)</td>
</tr>
<tr>
<td>Understanding of data collection</td>
<td>The ability to understand the different data-collection practices of different institutions (e.g. governments, advertising organizations, data brokers) as well as different databases (e.g. National Health Service, local government voter registers, data brokers)</td>
</tr>
</tbody>
</table>

Table 6.3. Four areas of expertise associated with Data Participation

<table>
<thead>
<tr>
<th>Area of expertise</th>
<th>Data Participation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participating in society using data</td>
<td>The ability to use data for societal participation and civic action (e.g. citizen-led campaigns, using online government services such as the National Health Service, Her Majesty’s Revenue and Customs)</td>
</tr>
<tr>
<td>Engagement with data society debates</td>
<td>The ability to engage in debates on data protection rights or/and Internet governance (e.g. engagement in privacy or/and debates)</td>
</tr>
<tr>
<td>Data activism (proactive engagement with data structures, including data hacking)</td>
<td>The ability to take proactive steps to protect individuals’ and collective privacy and well-being in the data society (e.g. reporting inappropriate or ‘fake’ content online, blocking or mitigating data collection using apps such as Ad Blocker) The ability to collectively promote and exercise digital rights (e.g. using obfuscation or collective group uses of social media accounts). The ability to object/resist/modify the hegemonic way of using data services</td>
</tr>
<tr>
<td>Supporting others with their data literacy</td>
<td>The ability to help others with their data literacy (e.g. helping others with their privacy settings, explaining to people what clicking ‘consent’ means)</td>
</tr>
</tbody>
</table>
Me and My Big Data survey design and analysis

In 2019, our Me and My Big Data project designed and carried out a nationally representative survey of UK citizens’ data literacy. Our Data Citizenship theoretical framework informed the survey design and its three domains: Data Thinking, Data Doing and Data Participation.

The survey quota sample was sourced from UK Geographics² and broken into sampling points using Census 2011 Output Areas. In total, 125 sampling points were used to achieve a maximum of n = 1,542 interviews. These points were selected to be a representative cross-section of UK addresses and reflective of the UK population by age, gender, household socio-economic group and urbanity. The data were collected August–September 2019. Analysis of the data was carried out in three stages.

Stage 1: Identification of digital media users

Our analysis (latent class analysis) revealed five types of digital media users identified by their media use patterns:

1. **Extensive political users (10 per cent of users)** – High probability of engaging in all forms of digital media use, including political action and communication.
2. **Extensive users (20 per cent of users)** – High probability of engaging in all forms of digital media use except political action and communication.
3. **Social and media users (17 per cent of users)** – High likelihood of engaging with social media (social networking sites) and entertainment media (e.g. Netflix and YouTube).
4. **General users (no social media) (31 per cent of users)** – Lower likelihood of engaging in most digital media forms but not social networking sites.
5. **Limited users (22 per cent of users)** – Limited engagement with all forms of digital media.

In Table 6.4 we present our digital media user types and their demographics such as age, education, children and home ownership.

Stage 2: Comparison of behaviours and opinions against user types

The purpose of the second stage of our analysis was to examine our survey questions and responses in relation to different user groups. To this end, we modelled user types against their demographics using multinomial regression (extensive political users as the baseline) as well as individual cross-tabulations.

Stage 3: Multiple correspondence analysis

In the third stage, we used multiple correspondence analysis to explore the mapping of our framework questions onto user types.

Survey findings

The analysis presented in this article illustrates a small selection of our preliminary findings. The findings are categorized in line with our Data Citizenship frameworks conceptual domains: Data Thinking, Data Doing and Data Participation.

Data Thinking: People’s understanding of the data society

In the Data Thinking domain, we aimed to explore citizens’ attitudes towards data collection, selling, targeting and tracking processes and their trust in the organizations and companies that handle their personal data. Overall our results indicate that all groups of users are uncomfortable with sharing their personal information. For example, most people questioned do not feel comfortable with being tracked online (90 per cent), having their personal data sold (95 per cent) or having their data used to influence their opinions or choices (90 per cent). Overall, it seems that most people feel uncomfortable with the selling and tracking of their data, but also feel that they have no choice but to share personal data to participate in digital society. For example, 65 per cent indicate that they do not want to share their data with companies but have no choice if they want to access their services (e.g. Facebook, Twitter, Google).

These findings go along with the fact that people also seem to feel a sense of powerlessness and resignation in the way they can perceive and
interact with their privacy settings. For example, just over 50 per cent of all users indicated that there is no point in changing their privacy settings because companies will be able to get around these settings anyway. Moreover, a majority of all users (70 per cent) believe that online companies make it deliberately difficult for people to change their privacy settings in the first place.

Our analysis revealed that there is a distinction between citizens’ acceptance of receiving data-driven personalization and their views on being tracked online. As noted above, most feel uncomfortable with being tracked online, having their personal data sold or having their data used to influence their opinions or choices. However, there is a more accepting attitude towards data-driven personalization of apps or websites (up to 60 per cent) and tailoring of prices for products or services. These findings indicate that citizens have a limited understanding of the online economy and how various platforms and services are funded. This lack of critical understanding prevents them from making connections between data-collection processes and the personalization of their experiences (Carmi, 2020). In particular, it prevents

Table 6.4. ‘Me and My Big Data’ digital media user types and their demographics

<table>
<thead>
<tr>
<th>Type of user/demographic</th>
<th>Age</th>
<th>Education</th>
<th>Children</th>
<th>Home</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extensive political</td>
<td>Likely to be</td>
<td>Very likely to have a first-level university degree</td>
<td>Likely to have children in the home (1–2)</td>
<td>Bought a home on a mortgage</td>
</tr>
<tr>
<td></td>
<td>16–44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extensive</td>
<td>Likely to be</td>
<td>Very likely to have a University degree or higher</td>
<td>Likely to have children in the home (1–2)</td>
<td>Buying home on a mortgage or privately renting a property</td>
</tr>
<tr>
<td></td>
<td>16–44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social and media</td>
<td>Likely to be</td>
<td>Likely to have a General Certificate of Secondary Education* including Maths and English</td>
<td>Likely to have children in the home or to be living at parents’ home</td>
<td>Likely to live in rented accommodation (including renting from Local Authority, Social Housing or private landlord)</td>
</tr>
<tr>
<td></td>
<td>16–24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>Likely to be</td>
<td>Likely to have a first-level university degree</td>
<td>Unlikely to have children in the home</td>
<td>Bought a home on a mortgage</td>
</tr>
<tr>
<td></td>
<td>45–64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited</td>
<td>Likely to be</td>
<td>May have GCSE including Maths and English</td>
<td>Unlikely to have children in the home</td>
<td>Likely to own outright or to be renting from Local Authority</td>
</tr>
<tr>
<td></td>
<td>55 and over</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* In the UK, the General Certificate of Secondary Education is an academic qualification generally taken in a number of subjects by pupils in secondary education in England, Wales and Northern Ireland.

Figure 6.3. Visual representation of Me and My Big Data Digital Media Users

Source: Me and My Big Data Project
them from understanding how these link to their different impacts on society and citizens.

**Data Doing: Reaching beyond one’s echo chamber**

To better understand citizens’ data literacy, we then combined their critical thinking when sourcing information (Data Thinking) and the steps they take to diversify and verify their information sources (Data Doing).

Our results suggest that many citizens have concerns over the accuracy and trustworthiness of information they find online. For example, 60 per cent believed that only some of the information they find online is truthful. However, citizens seem to be taking very limited steps to verify the results of their online searches. When asked about what (if any) steps they take to check the factualness of their online searches, only 37 per cent check if the source of the information is trustworthy; 30 per cent check to see if the same information appears anywhere else, and only 30 per cent take time to think about whether the content is true.

Similar contradictions between citizens' beliefs and their actions were noted in the context of their news consumption. For example, 44 per cent indicated that they do not trust the news that they consume. However, there is little evidence that they take steps to verify or diversify their news sources. For example, 53 per cent said that they mainly read, watch or listen to news sources which seem to share their values and opinions. Only 24 per cent try to view news websites with a different political perspective.

We have also noted some striking differences among our user groups and the actions they take to reach beyond their informational echo chamber. For instance, nearly all of the social and media users (95 per cent) make no effort to view news websites which present political perspectives different from their own. This group is also most likely to trust the content that their friends post on social media (55 per cent), with only 30 per cent making an effort to view posts outside their social media echo chamber. In contrast, extensive political users (40 per cent) are among the most likely to check, verify and diversify their online information sources. These findings indicate that those with higher levels of Data Thinking are also more proactive in their Data Doing domain.

**Data participation: supporting others’ data literacy**

To understand citizens’ levels of data participation, we asked questions related to their proactive behaviours around data in their everyday lives, at both individual and community level. For example, we were interested if citizens help others with their data literacy (e.g. changing passwords, fact-checking).

Our results suggest that citizens who present themselves as confident ‘data thinkers’ and ‘data doers’ (such as extensive political users and extensive users) are more likely to be active data participants. For example, extensive users are most likely to help others with their data literacy: 47 per cent have explained or shown others how to stay safe online (for example by showing them how to change their privacy settings); 65 per cent have helped others with data or security in some way; 43 per cent have encouraged or shown others how to fact-check things online.

In contrast, some of the lowest scores in Data Participation behaviours were noted among social and media users. Members of this group seem to be among some of the most passive data citizens. Social and media users – most of whom are 16–24 years old, from a lower economic class and lack further or higher education – are most likely to trust what their friends post on social media (55 per cent) and thus less likely to fact-check or verify sources online. For example, 70 per cent of social and media users reported that they make no effort to view social media posts that come from a political perspective different from their own. Our analysis also showed that social and media users and limited users are among those less likely to actively help others with their data safety and privacy settings (10 per cent) or encourage others to fact-check (8 per cent).

These findings demystify the notion of ‘digital natives’ (Prensky, 2009), the assumption that young people born in the digital era will naturally adopt digital literacy. Contrary to this, our findings show that age, education and socio-economic status have a huge effect on people’s understanding, doing and participating and thus their management of information.
Discussion

So what have we learned about UK citizens’ data literacy? Our analysis reveals a number of contradictions in the ways citizens think, manage and act regarding their data. First, we noted citizens’ contradictory views on ‘not wanting to be tracked’ but ‘wanting to receive personalized online services’. It is possible that in line with prior research (Ofcom, 2018), many citizens in the UK have limited understanding of the online ecosystem and economy: how and when their personal data is collected, analysed and shared with third parties. Additionally, it might be argued that citizens have no choice but to balance the negative consequences of ‘tracking’ (e.g. surveillance, lack of privacy, trading of their data) and the perceived positive aspects of ‘personalization’ and free services/content. There also seems to be a general sense of distrust towards online companies, news outlets and social media companies. In our data, citizens appear to be sceptical of potential misuse of data but engage in mainly passive ways. While many citizens in the UK recognize problems related to the accuracy and validity of online information and content, they do very little to check or verify it.

Conclusion

The aim of this article was to present the initial stages of a UK-based research project called ‘Me and My Big Data’. The aim of this research project was to examine UK citizens’ data literacy level and provide new insights into their variations. To this end, our team developed a new theoretical framework called Data Citizenship. The Data Citizenship framework and its three domains (Data Doing, Data Thinking and Data Participation) were then used to design a national survey of citizens’ data literacy.

Our ‘Me and My Big Data’ survey found that levels of data literacy vary across the three domains of the Data Citizenship framework, especially depending on the different user types we have identified. The preliminary findings presented in this article shed light on some of the nuances of citizens’ data literacy. In particular, we discussed citizens’ conflicting attitudes towards online tracking and personalization (Data Thinking), their limited willingness to verify and fact-check online information (Data Doing), and the limited evidence that citizens help each other with data literacy (Data Participation). We show how the way people think, do and participate depend on their age, education and socio-economic condition, findings that have been consistent with our previous research. However, our findings also contribute in several ways to existing debates on the understanding of citizens’ data literacy and provide a basis for future research in this area. To this end, we provide several recommendations on how Data Citizenship could be taken forward in research and practice.

Data Citizenship in practice: Recommendations

The Data Citizenship framework allowed us to ground our work in prior research and provide a useful structure for our survey design and its analysis. The three Data Citizenship domains helped us better understand the granular and interconnected nature of citizens’ data literacy. As illustrated in this article, citizens’ data literacy skills, critical thinking abilities and behaviours overlap across the three domains of Data Thinking, Data Doing and Data Participation. Although Data Citizenship provides a structure, it is really about the insights that might emerge in between the theoretical domains. We hope that future critiques, interpretations and applications of Data Citizenship will help to better understand and enhance citizens’ abilities to participate in data society, in ways that benefit them and their communities.

We propose that our Data Citizenship framework might provide researchers, policy-makers and practitioners with a robust and flexible framework to support their theoretical and practical data literacy interventions. Below we present our initial recommendations for the use of Data Citizenship in research and practice.

1. Data Citizenship as a strategy for civic engagement and awareness-raising

Data Citizenship can be used to underpin the design and implementation of data awareness and advocacy programmes. Our framework may provide different stakeholders (e.g. educators, activists, NGOs, organizations and policy-makers) with a set of tools that could enrich the design and implementation of their civic engagement programmes and any related advocacy efforts.
For example, activists and NGOs might choose to use and refine the framework and the three domains to suit their different geopolitical and cultural contexts and groups. Data Citizenship could be used to highlight citizens’ voices and use them to influence strategic decisions on data regulation and privacy. It is also possible that, in practice, implementation of Data Citizenship in civic engagement programmes could lead to co-creation of more meaningful, holistic and citizen-centred data education, policy-making interventions and data society governance.

2. Data Citizenship as a tool for data literacy assessment

The three domains of Data Thinking, Data Doing and Data Participation can serve as a baseline assessment of data literacy levels. Using the three domains and skills (presented in Tables 6.1, 6.2 and 6.3), digital inclusion practitioners can evaluate citizens’ data literacy levels and identify any gaps in the ways they interact with and think about data.

3. Data Citizenship as a tool for participatory learning

We believe that Data Citizenship provides an accessible and open-ended outline which can further be expanded and grounded in a contextualized learning setting. Our framework could therefore be used as a practical tool for making interventions in people’s networks of literacy, meaning community-focused workshops. Practitioners might choose to print our Data Citizenship graphics and tables in order to begin conversations about citizens’ attitudes towards data and data society. Data Citizenship domains can be used separately to focus on individual skill sets (e.g. citizens’ ability to fact-check) or societal problems related to data society (e.g. data-driven political campaigns and digital human rights).

4. Data Citizenship in research design

Data Citizenship can be used to design and implement research activities. As already discussed, Data Citizenship is grounded in a systematic review of literature focused on data literacy. As presented in this article, we used Data Citizenship to design our survey and to analyse it. We hope that other researchers might find this framework useful in their future examinations of citizens’ data literacy.

The above recommendations are based on the first stages of our research project: a systematic literature review and nationally representative survey of citizens’ data literacy levels in the UK. It is important to note that these recommendations will be further tested and refined in the next stages of our project, which will include workshops with citizens and policy-makers in 2020. The results of the workshops will further inform the design of data literacy educational materials which will be available on our website (bit.ly/meandmybigdata) in 2021.
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#eSkills4Policymakers: From policy recommendations to policy action – Training policymakers on gender equality in ICT policy formulation

By Ingrid Brudvig, Nanjira Sambuli & Dhanaraj Thakur

Introduction

The objective of this paper is to demonstrate why bridging the digital gender gap relies on gender-responsive information and communication technology (ICT) policy. This entails expanding the digital capabilities of policy-makers to better understand the barriers to Internet access, and equipping them with the tools to promote more inclusive public policy. The basis is informed by experiences and lessons learned from a series of #eSkills4PolicyMakers workshops. This paper will situate the need for digital skills training and capacity development programmes for policy-makers, and assess key takeaways from three #eSkills4PolicyMakers workshops held in Maputo, Accra and Jakarta in 2019–2020, which sensitized policy-makers on closing the digital gender divide through gender-responsive ICT policy.

In this paper, we outline steps that can be taken to make policies more gender-responsive, starting with educating policy-makers, collecting relevant data and evidence to inform policy and developing gender-responsive ICT policy based on participatory processes with women involved in policy decision-making. The paper argues that countries must first commit to collecting sex-disaggregated ICT data, describing the cases of several countries that have taken steps to integrate gender and ICT data into their national census and statistical outputs. This paper goes on to argue that any policy or project to get more people online will only reinforce digital inequalities unless it specifically targets the gender gap (World Wide Web Foundation, 2017). It will conclude by describing the key learnings from #eSkills4PolicyMakers workshops and assess how this digital skills development approach impacts perceptions of gender equality in ICT policy formulation. These workshops are central to engaging government stakeholders on underlying perceptions and assumptions about gender, addressing the key factors contributing to the global ICT gender gap, and training policy-makers on integrating gender equality in ICT policy formulation through ‘gender-responsive ICT policy’.

In 2019 and early 2020, the World Wide Web Foundation and Alliance for Affordable Internet (A4AI) facilitated a series of regional #eSkills4PolicyMakers workshops with ICT and education sector policy-makers from Eastern and Southern Africa, anglophone West Africa and the Asia-Pacific region to support government actors in reformulating their policies to ensure equal, affordable and meaningful access to the Internet for women and girls. The interactive, hands-on workshops included an equal number of male and female participants and focused on the intersections of ICT, gender and education policies and respective line ministries and agencies. The aim was to explore with invited government and regional body representatives how to mainstream gender-responsiveness into ICT policies and investments. The workshops took policy recommendations on bridging the digital gender divide and repurposed them into digital skilling for policy-makers, in line with their objectives and mandates.

Based on the research initiatives of global and regional institutions such as the International Telecommunication Union (ITU), GSM Association, A4AI and the World Wide Web Foundation’s Women’s Rights Online, there is a global consensus that sex-disaggregated data is critical to monitoring the extent of the ICT gender gap, and to informing gender-responsive technology policy-making. In addition to its value in informing policy-making, sex-disaggregated data is critical to monitoring progress towards achieving the Sustainable Development Goals (SDGs) on women and technology, particularly SDG 5c (empowering women through technology) and SDG 9c.
(universal, affordable Internet access). Thus, the first step to creating a more gender equitable system of digital transformation is making sure that all ICT, broadband and digital education policies have bold gender equality targets backed by the strategies, plans and budget necessary to deliver on them. Data and evidence are essential to inform the development of targets, plans and gender-responsive ICT strategies and policies.

Internet access has the power to expand social and economic opportunities, civic participation and activism, cultural understanding and the arts. A global gender gap in Internet access reinforces inequalities in society and limits digital opportunity. This paper argues that the existence of the digital gender gap is fundamentally a result of policy failure. While a few countries have taken some steps in their policies to address the gap in access and use, these are insufficient and much work remains to be done. In addition to developing gender-responsive policies (as this paper will describe in detail), it is critical that women are included in the policy-making process. Policy designed for all citizens – and particularly policy focused on affecting women – should be designed with women, and governments must work to secure women’s participation in the policy-making process. Across the globe, women’s organizations have made significant contributions to incorporating gender perspectives in policy across various sectors such as health, education and the environment. Unfortunately, this is not the case for ICT policy, where women’s voices are largely left out of the policy-making process. Better broadband policies offer a clear path to improving women’s Internet access and use, and to moving towards universal digital access and digital skills development goals.

Many efforts to address the gender gap in ICT and Internet access and use may include efforts at improving the digital skills of women and girls. However, we note that often policy-makers themselves – and other decision-makers in government, industry and civil society – lack the requisite skills and knowledge to effect meaningful policy change to lower the gender gap in ICT and Internet access and use (O’Donnell & Sweetman, 2018). This paper will describe the key learnings from #eSkills4PolicyMakers workshops and assess how this approach affected perceptions of gender-responsive policy among government participants. Programmes such as #eSkills4PolicyMakers are important educational initiatives to share knowledge and skills to help governments create policies that specifically target groups that are too often marginalized in the digital sphere. The workshops were designed to get policy-makers in ICT and education ministries and agencies to interact with the particulars of gender-responsive policy-making; the policy recommendations that shaped the workshops were repurposed as digital skilling for policy-makers. This approach also helped the policy-makers who participated confront their own perceptions around gender, and appreciate that the technical plans they may devise need to be assessed against sociocultural dimensions if they are to achieve the intended objectives.

**Defining the problem: Governments need sex-disaggregated ICT data to close the ICT gender gap**

In 2015, world leaders adopted 17 SDGs as part of the 2030 Agenda for Sustainable Development. With respect to technology, the SDGs commit United Nations Member States to:

a) enhance the use of enabling technology, particularly ICT, to promote the empowerment of women (SDG 5b);

b) achieve universal, affordable Internet access in least developed countries by 2020 (SDG 9c);

c) ensure equal access to basic services [and] appropriate new technology for all women and men by 2030 (SDG 1.4);

d) substantially increase the number of youth and adults who have relevant skills, including ICT, technical and vocational skills, for employment, decent jobs and entrepreneurship (SDG 4.4); and

e) increase the proportion of schools with access to the Internet and computers for teaching and learning.

In 2019 just over half the world’s population (53.6 per cent) was reported to be online (ITU, 2019). Women were the majority of the unconnected, with around 2 billion women estimated to be offline. This risks pushing unconnected women further to the margins of the global political economy and leaving men to reap the benefits of connectivity. Women were 17 per cent less likely to be online than men globally. Affordability is a major barrier to connectivity. Indeed, in low-income countries, the ICT gender gap is driven
by the high cost of Internet connectivity, which remains unaffordable for many (A4AI, 2019; Rowntree, 2019). Globally, 58 per cent of men are online compared with 48 per cent of women; in developing countries this divide is even greater, and the global gap has increased since 2013 (ITU, 2019), although it has narrowed in many individual countries. In developing countries, the Internet user gender gap grew from 11 per cent in 2013 to 17 per cent in 2019. (ITU, 2019). Household survey research from 2015 across 10 cities in Africa, Asia and Latin America found that when looking at marginalized, urban communities, women were 50 per cent less likely to use the Internet than their male counterparts (World Wide Web Foundation, 2015). Women’s exclusion from digital spaces is driven by the unaffordable cost of Internet services, limited digital skills education and training; a lack of relevant content and services; and threats to women’s and girls’ online safety (World Wide Web Foundation, 2015; Rowntree, 2019).

Governments have a long road ahead to achieve SDG commitments on ensuring equal, affordable access to new technology for all women and men by 2030, and leveraging ICTs to empower women. Better gender and ICT data would help to inform decision-making around gender equality in ICT by making policy-makers aware of the extent of the gender gap problem and helping them to better target their policy interventions at groups who are left behind. Currently, there is very little sex-disaggregated ICT data, and none of the major gender equality indices incorporate ICTs. This makes it nearly impossible for most countries to track progress in achieving the SDGs and connectivity targets, especially those related to gender. This is largely due to the fact that many countries do not conduct surveys of ICT use from which data disaggregated by gender and other social attributes can be derived. Much of the ICT data collected by governments come from administrative sources which are typically not broken down by sex/gender (such as subscription data). When sex-disaggregated ICT data is unavailable, the gender gap cannot be observed and therefore cannot be accounted for in policy-making. In 2019, just 24 countries in Africa and Asia submitted sex-disaggregated data on Internet access to the United Nations agency responsible for tracking this indicator, ITU.

Sex-disaggregated ICT data is critical to monitoring ICT gender gaps and informing gender-responsive technology policy-making. However, ensuring that such data is collected and available requires purposeful action, often supported by multi-stakeholder groups to create change. In Mozambique for instance, A4AI convened a broad group of stakeholders to advocate for the inclusion of sex-disaggregated ICT data in the national census. Having conducted the census in 2017, Mozambique now has official census ICT data that can inform current and future ICT policy interventions. In general, many countries lack sex-disaggregated data, particularly for indicators relevant to the SDG goals mentioned above.

Closing the gender gap in ICT data is integral to successful gender-responsive ICT policy-making. As noted by the United Nations Conference on Trade and Development (2014), “Aggregate data collection masks gender differences, which implies that women’s realities remain unrecorded and are ignored, not only in statistics but also in policy”. SDG 17 commits governments to significantly increase the availability of high-quality, timely and reliable sex-disaggregated data. Technology has an increasingly vital role in achieving all SDG targets, facilitating access to information and public participation towards achieving national development goals. As the importance of access to and use of ICTs grows, so too does the need – and urgency – to collect sex-disaggregated data on whether and how women are accessing and using these technologies. Without this data, measuring and monitoring meaningful progress will remain impossible. The ITU Broadband Commission Working Group on Gender has called on countries to integrate gender into national ICT/broadband policies, and to initiate action plans to achieve gender equality in access to the Internet (United Nations Broadband Commission for Sustainable Development, 2017). The regular collection and analysis of data on gender and ICT is a vital prerequisite to achieve this.

**Formulating gender-responsive ICT policy**

Internet access has the power to expand social and economic opportunities, civic participation and activism, cultural understanding and the arts. However, the global Internet user gender gap has grown from 11 per cent in 2013 to 17 per cent in 2019 (ITU, 2019). A global gender gap in Internet access reinforces inequalities in society and limits digital opportunity. There is a need...
to both prioritize gender equality issues at the highest levels of policy-making and link ICT policies to existing gender and development policies to ensure that governments and policy-makers consider the real potential of broadband as an enabler for development.

Bold steps are needed to accelerate connectivity among women, the poor and other marginalized populations, as we cannot achieve universal access with up to half of the world’s population being left behind. Overcoming the barriers to Internet access – including income and gender inequalities – will require policies designed with these populations in mind. Market forces alone cannot connect and are not connecting everyone; free or subsidized public access in tandem with digital education will be critical to enabling connectivity for populations left behind (A4AI, 2019).

Integrating gender perspectives in ICT/telecommunications policy means fully understanding how women and men have been socialized differently and, consequently, understanding the disparate impacts of policy on the different genders (A4AI, 2015). Women, for instance, have differential access to the Internet due to factors such as income, education level and social norms, which need to be taken into account when developing inclusive policies (World Wide Web Foundation, 2015). It is also important to note that women are not a homogeneous group, and policy should consider the experience of women from different socio-economic groups, ethnicity, age, sexual orientation, etc.

A gender-responsive ICT policy, therefore, is one that equally considers and addresses the connectivity challenges and needs of all groups in society, and takes into particular consideration the unique challenges faced by women when it comes to accessing and using the Internet. In doing so, it helps to ensure equal outcomes for women and men.

Gender-responsive broadband planning is not just about making policy for women; rather, it is policy that ensures that all groups have equal opportunities to access and make use of broadband services. The more people that come online, the more a person is able to connect with friends and family, increase business opportunities, organize, and share knowledge and ideas. Thus, gender-responsive broadband policies will also be successful broadband policies (World Wide Web Foundation, 2017).

One study using data from 2016 reviewed 58 low- and middle-income countries and noted that only five had some policies that included efforts to increase access, training and use of the Internet by women and girls. However, even these countries lacked clear measurable targets to achieve these goals. In general, there was little evidence of most of these national policies being gender-responsive (World Wide Web Foundation, 2017).

Drawing on publicly available data from a more recent 2018 review of 61 low- and middle-income countries (almost the same set of countries as the 2016 study mentioned above), we find some improvement (A4AI, 2019). Out of these countries, 12 now have some policies that aim to address the digital gender gap and improve women’s use of the Internet. However, very few have operationalized those policies with specific targets or clear programmes and funding to improve gender equality online. Even where these programmes exist they are often piecemeal efforts aimed at improving gender equality in access and use, and often focus on getting more women into the sector. For example, programmes such as CódigoX, which was previously active in Mexico, the ‘Girls in ICT’ portal run by the Sri Lankan regulator, and Ms. Geek Ghana all aim to increase women’s and girls’ participation in the ICT sector. The challenge is that these efforts often lack the long-term strategic cohesion which a gender-responsive broadband policy can provide.

**Policy-makers must REACT**

To make ICT policies gender-responsive, governments need to factor in five interrelated areas: Rights, Education, Access, Content and Targets, otherwise summed up as REACT.

The REACT framework, in addition, should be accompanied by good policy practices such as:

- ensuring that all analysis conducted for the purposes of developing policies and plans integrates gender and gender considerations;
- involving gender advocates and experts in the policy and planning process from the start to ensure women-centric policy development;
allocating a percentage of available resources to support women-centred activities, including resources to promote and support women ICT entrepreneurs, digital literacy training for women and girls, and targeted public access and other projects to support access and use for women and girls; and

• establishing quotas to ensure the equal participation of women and other marginalized groups in all programmes supported by national policies and plans, especially rural and poor populations (A4AI, 2015).

Digital gender equality is about equality for ALL

Closing the ICT gender gap is also...

Good for business:

“If mobile operators were to close existing gender gaps they could benefit from an additional US$140 billion in revenue by 2023” (Rowntree, 2019).

The driver of a competitive digital economy:

“Achieving gender equality is obviously necessary for economic reasons. Only those economies (that) have full access to all their talent (men and women) will remain competitive and will prosper”.

Source: Authors own 2020, unpublished

• allocating a percentage of available resources to support women-centred activities, including resources to promote and support women ICT entrepreneurs, digital literacy training for women and girls, and targeted public access and other projects to support access and use for women and girls; and

• establishing quotas to ensure the equal participation of women and other marginalized groups in all programmes supported by national policies and plans, especially rural and poor populations (A4AI, 2015).

Rights: It is important that human rights offline are upheld in digital spaces as well as in ICT policy, and legislative and regulatory processes. The web must be a safe space for women and protect fundamental rights such as freedom of speech and privacy; it cannot serve as an empowering space unless everyone’s rights are protected online.

Education: Education is the most powerful tool to close the digital gender gap. Digital skills ought to be included in primary and secondary school curricula in every country, with a specific focus on girls, who are often also left out of formal education. Steps must also be taken to eradicate the gender gap in access to higher and tertiary education by ensuring that women have equal access to tertiary education opportunities. Furthermore, educating policy-makers is an important consideration, and one that has been the cornerstone of the #eSkills4PolicyMakers initiative.

Access: Affordability remains a major obstacle to universal Internet access across the globe; women, on average, earn less than men, resulting in a higher cost to connect. Countries must adopt and work towards a more ambitious ‘one for two’ affordability target – 1GB of data monthly for less than 2 per cent of monthly income. This standard has been adopted by the United Nations Broadband Commission for Sustainable Development as a standard definition of Internet affordability. Public access programmes that offer free or subsidized ways to connect in public spaces can also enable those who might not be able to afford a connection, even once prices have reduced, to come online. Countries should also prioritize ‘meaningful connectivity’, defined by A4AI (2019) as Internet connectivity that has met the following baseline criteria: a) sufficient download speed to access multimedia Internet services; b) an adequate device to both produce and consume content (not just mobile-only access, but also laptop or desktop); enough data; and a frequent connection.

Content: Content on the web must be relevant for people to use it. Governments can play an important role here both by delivering vital services online and by ensuring content (public information) is available in local languages. As content and service delivery providers, governments must ensure that critical government content relevant to women, including information on sexual and reproductive health, legal rights and digital financial services, is readily available online in local languages. It is also imperative to encourage women and girls to be content creators themselves, which is closely related to imparting digital skills and confidence in accessing and using the web.

Targets: Every country ought to update their connectivity targets as mandated by the SDGs, including clearly laying out how they will close the gender gap and regularly publishing data on progress towards these targets in open formats.

Source: Authors own 2020, unpublished
Lessons from #eSkills4Policymakers workshops in Eastern and Southern Africa, West Africa and the Asia-Pacific region on creating gender-responsive ICT policies

Many efforts to address the gender gap in ICT and Internet access and use may include efforts at improving the digital skills of women and girls. However, policy-makers and other decision-makers in government, industry and civil society often lack the requisite digital development skills and knowledge to effect meaningful policy change to lower the gender gap in access and use. This section of the paper will describe the key takeaways from #eSkills4PolicyMakers workshops and lessons for developing and implementing gender-responsive ICT policy.

The workshops were designed to put into practice several policy recommendations devised by the World Wide Web Foundation’s Women’s Rights Online programme, as well as A4AI’s affordability reports. This section assesses how this approach affected the perceptions of gender-responsive policy among government participants. Programmes such as #eSkills4PolicyMakers are important educational initiatives to share digital development knowledge and skills to help governments create policies that specifically target groups that are too often marginalized in the digital sphere.

Based on discussions and lessons learned from the #eSkills4PolicyMakers workshops, governments must do the following to prioritize gender-responsive policies in the fight for digital equality.

1. ‘Never assume that technology is gender-neutral.’ Define the problem and REACT

Many policies to connect the unconnected rest on the assumption that technology is gender-neutral. This is a fault in the very first stage of policy-making: problem definition. Case in point: blanket initiatives to ‘connect everyone’ with ICT infrastructure often fail to reach women and therefore the digital gender gap persists. For example, setting up ICT access points in public spaces that may be unsafe for women or out of range of their daily routes means the public Internet service will be underutilized.

A ‘gender-neutral’ approach to ICT policy-making is due to a lack of readily available official government data on the ICT gender gap, which masks the problem of the digital gender divide. For example, in countries across Latin America, aggregate statistics indicate a closed digital gender gap; however, when data analysis is disaggregated by demographic factors such as age, income, urban/rural location and ethnic group, the data reveal persistent gender gaps. This is revealed in Women’s Rights Online Report Cards from Colombia (World Wide Web Foundation & Fundación Karisma, 2016) and Mexico (Derechos Digitales 2017), for example.

Additionally, gender advocates are rarely consulted as key stakeholders in ICT policy-making spaces. It is important to involve gender advocates in ICT policy-making processes to review if plans have factored in women’s specific concerns across regions. For example, if infrastructure is deployed in a rural area or if public Wi-Fi is installed in a town centre, a crucial consideration would be whether it is within usable range for women during their routine economic activities (e.g. in the market), or care work (at home). Failure to consider gender perspectives means that policies are often unsuccessful in connecting women and the poorest. Gender perspectives are also important to digital skills interventions, in addressing the disparities in ICT skills and capabilities, and in interventions to deliver applications, services and content that are relevant to women’s challenges and needs. As one workshop participant highlighted, “Never assume that access means they will come”.

The digital gender divide is a political, economic, social and even ‘technical’ problem with many possible responses that may have different outcomes in different communities. To identify and understand the specific problems to be addressed by gender-responsive policy in the digital sector, stakeholders must first collect gender and ICT data, consult a variety of stakeholders and REACT – that is, assess how the problem can be addressed by focusing on rights, education, access, content and targets (World Wide Web Foundation, 2017). Each element of REACT must be considered in any policy intervention, avoiding siloed interventions. For example, an initiative to bring access to rural areas through network deployment must also consider the important roles of digital skills and education,
relevant content and services and digital rights (including online safety and data protection).

2. Gender-responsive policy is not a zero-sum game

A widely held perception is that gender-responsive policy-making implies de-prioritizing other issues (like ICT infrastructure), requires additional budget, or neglects men and boys. These are all false. In fact, gender-responsive policy-making is an opportunity to open the ‘rigid’ approaches to policy and to cater to groups left behind by delivering services to the public and reaching the unconnected – who are disproportionately female. To achieve the SDGs overall, we will need to centre those most left behind, including women. Closing the digital gender divide will be the rising tide that lifts all boats. Addressing gender equality in policy is not a patchwork fix or a one-off consideration. It is a continuous exercise to ensure that down the line, no one is left behind. As such, gender-responsive policy-making requires continual assessment, as well as monitoring and evaluation of the impact of policy measures on different groups in society.

Gender considerations need not be a stand-alone or separate process. Instead, stakeholders should ensure that all analysis conducted for the purposes of developing policies and plans – from network deployment analysis to universal access strategies and priorities – is gender-responsive (A4AI, 2015). Policy options need to be holistic, addressing all aspects of the broader problem.

3. Embracing a multi-stakeholder approach is key for successful gender-responsive policy

To create successful ICT policies and strategies, stakeholders – including within government – must go beyond ‘department’ and ‘knowledge’ silos and ensure there is multi-stakeholder and public consultation for policy planning and implementation. This means engaging other actors within government, in the private sector (including small and medium-sized enterprises), and in civil society (including academia, cooperatives, consumer groups, associations and other citizen networks).

When designing possible policy approaches, factoring in perspectives and concerns from all stakeholders who will be affected by the policy is key to its success. For example, supplying ICT infrastructure or distributing hardware as part of ICT in education strategies must also address teacher training programmes. Supplying connectivity through fibre in rural areas must also assess if the network reaches women in the areas where they live and work. Governments should consider how incentives for private sector actors to deploy connectivity in rural areas may be pegged on connecting more women in order to serve a wider public.

While gender should be integrated from the beginning of policy formulation, it is often considered an ‘afterthought’ because of limited stakeholder engagement in defining the problem. This can be overcome by incorporating political, socio-cultural, economic, geographic and other relevant analyses and perspectives from a diverse range of stakeholders. Participants in the #eSkills4PolicyMakers workshops reflected on the benefits to be gained from sharing information and open data through online portals for multi-

---

### Figure 7.3. Tackling gender perceptions

The #eSkills4PolicyMakers workshops approach also affected government stakeholders’ perceptions of gender in formulating policy. For example, in the Ghana workshop, participants engaged in an open discussion to uncover both personal perceptions of gender and deep-seated ideas about culture to understand their influence on policy-making. In the Jakarta workshop, participants discussed the links between systemic gender-based discrimination, institutional biases and how these translate into interpersonal relationships. This exercise helped participants think about gender bias more generally before getting into the specific ICT policy process and how gender should be considered throughout. Policymakers who participated in these workshops established that every problem has a social, economic, political and cultural dimension that needs to be assessed and addressed in gender-responsive policy. As a result, the groups were able to engage in discussion on the topic, bringing together different country perspectives on how problems can have multiple underlying layers that need to be analysed down to the root causes in order to secure the right policy options that speak to closing the gender gap.

Source: Authors own 2020, unpublished
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stakeholder collaboration across ICT, education and gender ministries, and with the public.

Policy should be designed for all citizens. For public policies to reach women, it is critical that they embrace multi-stakeholder engagement, undergirded by women’s participation in the policy-making process. Multi-stakeholder dialogues and consultations are important processes to impact the perceptions of gender-responsive policy among government stakeholders and policy-makers. For example, as a result of the multi-stakeholder #eSkills4PolicyMakers workshop in Maputo with policy-makers from Eastern and Southern Africa, the Uganda Communications Commission committed to carrying out a nationally representative household survey on gender and ICT in partnership with the World Wide Web Foundation. The resulting data will inform the development of gender-responsive ICT policies as a cornerstone towards closing the digital divide in Uganda.

Conclusion

This paper argues that the existence of the digital gender gap is fundamentally a result of limited data and stakeholder knowledge about ICT gender gaps, leading to limited acknowledgement of gender considerations more broadly in ICT policy design. While a few countries have taken steps in their policies to address the gaps in access and use, these are insufficient and much work remains to be done by all countries.

Better broadband policies offer a clear path to improving women’s Internet access and use, and to moving towards universal access goals. In this paper, we have defined gender-responsive ICT policy and outlined steps that can be taken to integrate this important approach to policies. Developing gender-responsive ICT policies starts with enhancing the digital skills of policy-makers through forums and trainings such as #eSkills4PolicyMakers, facilitated by gender and ICT experts. The process of educating policy-makers on gender equality in ICT policy formulation also requires collecting relevant sex-disaggregated data and evidence to make the case and to inform policy, as well as developing gender-responsive ICT policy based on participatory processes, with women included in decision-making. Furthermore, as this paper has demonstrated, gender-responsive ICT policy-making is not a zero-sum game, and gender should not be added into policy as an afterthought. Instead, policy-makers should take advantage of how centring those left behind through gender-responsive ICT policy can benefit all and lead to better public policy for all.

To bridge the digital gender gap we need policy-makers who understand the barriers to access and have the tools to address gender equality in ICT policy formulation in order to promote more inclusive public policy. Programmes like #eSkills4PolicyMakers are important multi-stakeholder spaces to share knowledge and skills to help governments create policies that specifically target groups that are too often marginalized in the digital sphere. It is now time for governments to take responsibility and immediate action to maximize the benefits of the Internet and emerging technologies for all people.
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1 These workshops were a collaboration between the World Wide Web Foundation and the Alliance for Affordable Internet, with generous support from German Development Cooperation, under the EQUALS Global Partnership (Skills Coalition). Please visit www.equals.org for more information.


Tracking global gender gaps in information technology using online data

By Florianne C.J. Verkroost, Ridhi Kashyap, Kiran Garimella, Ingmar Weber and Emilio Zagheni

Introduction

Despite the proliferation of information and communication technologies (ICTs), significant gender inequalities in the use of these technologies persist (Fatehkia et al., 2018). The International Telecommunication Union (ITU) (2017) estimates that around 200 million fewer women are online than men. While gender gaps disfavouring women in Internet access and basic digital skills can be sizeable, especially in less developed countries, gender gaps in high-level digital skills, such as those required to work in jobs in the information technology (IT) sector, are thought to be even larger in most countries (Borgonovi et al., 2018). For example, a recent report showed that only 16 per cent of the talent in artificial intelligence, an area of significant projected growth in the IT sector, is female (Roca, 2019). These gender gaps are especially important to measure and understand in the context of increasing digitization of labour markets, and to ensure the continued economic empowerment of women as envisaged in Sustainable Development Goal 5 on gender equality (Davaki, 2018).

Furthermore, with the increasing diversification and specialization of jobs in the IT sector, it is important to understand the variation in gender gaps across different subdomains within the sector. This article contributes to understanding global variations in gender gaps in IT industries by drawing on a novel source of online data – specifically, aggregate, anonymous data from the advertising platform of LinkedIn, the world’s largest professional networking website. LinkedIn provides an estimate of how many female and male LinkedIn users work in a particular industry per country, giving us an estimate of the supply of these industries. By leveraging these aggregate data on the number of LinkedIn users, we examine the variation across countries in supply-side gender gaps in different subdomains of the IT sector (e.g. computer hardware or software, computer and network security, etc. as defined by LinkedIn Campaign Manager).

Data and methods

LinkedIn’s advertising platform

LinkedIn is the world’s biggest professional social networking website and currently has about 660 million users. LinkedIn offers targeted advertising on the platform, whereby audiences can be targeted on demographic criteria (e.g. geography, gender, age group), as well as professional criteria (e.g. job seniority, company industry). Advertisers are shown approximations of the targeted audience size before launching advertisements. This aggregate count of users meeting a particular set of criteria essentially functions as a ‘digital census’ from a social research perspective, which enables us to collect data from a sizeable population that are available in real-time and capture about 17 per cent of all roughly 4 billion Internet users (International Telecommunication Union, 2019). These data have been used previously, for example to study labour migration patterns into the United States (State et al., 2014) and gender gaps in the US labour market (Haranko et al., 2018).

Although LinkedIn is a platform for skilled professionals, which makes it well-suited to study professional gender gaps, it is also an online population whose characteristics may differ from the actual labour force. For example, the
LinkedIn population may be younger than the actual labour force, because LinkedIn is an online platform that is likely used more by younger and/or more Internet-connected individuals. If there are systematic gender inequalities in Internet usage in a country, gender gaps on LinkedIn may reflect gender gaps in Internet use/access rather than professional gender gaps. We expect this bias to be relatively weak, however, given that we are interested in a specialized population of those employed in IT. Moreover, to address some of the bias associated with the fact that LinkedIn does not capture the actual labour force, we focus our analysis on relative female-to-male ratios rather than absolute user counts. LinkedIn data also have some advantages over labour-force survey data: LinkedIn data offer a global, comparable and harmonized perspective; have greater country coverage; have the potential to be more up-to-date than labour survey data; and can be collected frequently. Furthermore, the data can be disaggregated on the basis of many demographic and professional characteristics, allowing us to explore and explain gender gaps in different subgroups of the LinkedIn population.

Data and analysis outline

The data collected from LinkedIn’s advertising platform contain about 371 million users for which country, gender and industry are available. Of these users, almost 43 million (11 per cent) report that they are employed in an IT-related industry (hardware, computer networking, semiconductors, telecommunications, wireless, computer software, Internet-related industries, IT and services, and computer and network security). LinkedIn users are classified into such industries based on the primary industry in which the company they claim to work for on their profile operates. LinkedIn uses its own industry taxonomy to classify company industries (Fang, 2016), which is roughly equivalent to International Standard Industrial Classification (ISIC), albeit with some exceptions, such as the Internet industry (Zhu et al., 2018). Data on audience estimates by gender and industry are available for 181 countries. Using these aggregate counts, we analyse global variations in gender gap indices (GGIs) for different subsets of the LinkedIn population, such as those in IT industries, specific subdomains of the IT industry, and the overall (IT and non-IT) LinkedIn population. A GGI value of one would indicate parity between men and women; a value less than one indicates that women are underrepresented relative to men; and a value greater than one indicates that women are overrepresented relative to men.

We further compare LinkedIn IT GGIs with those on other platforms such as Facebook. Previous research has shown that gender gaps in Facebook use are a good proxy of country-level Internet use gender gaps (Fatehkia et al., 2018). We also examine to what extent LinkedIn IT GGIs can be explained by development indicators such as gross domestic product (GDP) per capita (World Bank Group, 2020), as well as gender-specific development indicators such as composite indicators of gender gaps in educational attainment and economic opportunity (World Economic Forum, 2019), and other gender gap indicators in education and employment, which we compute ourselves. These include gender gaps in education in both the science, technology, engineering and mathematics (STEM) and ICT domains (United Nations Educational, Scientific and Cultural Organization (UNESCO), 2019), in technical and professional employment (International Labour Organization (ILO), 2019b), and in labour force participation rates (ILO, 2019c). We finally compare the LinkedIn IT GGI to the ILO IT GGI, which is a gender gap indicator from ILO computed from the female-to-male ratio in employment in ISIC divisions 58 to 63 of section J, ‘Information and communication’ (ILO, 2019a; United Nations Department of Economic and Social Affairs, 2008).

Gender gaps in IT industries

What do LinkedIn gender gaps in IT look like across the globe? Figure 8.1 shows the geographic distribution of the LinkedIn GGI in IT industries. For the countries coloured light blue/grey, LinkedIn audience estimates are not available. Additionally, LinkedIn has been blocked in some countries (e.g. China, the Russian Federation and the Islamic Republic of Iran). Therefore, estimates for these countries may be biased (as discussed later). From this map, we firstly observe that in the large majority of countries worldwide, there are more men than women in IT, as indicated by GGIs smaller than one. While there are generally twice as many men as women (GGI = 0.5) in most of the Americas, Europe, Asia and Oceania, there is even more gender inequality in IT industries in...
Africa with GGIs approaching zero, especially in the northern and central regions of Africa. There are a few exceptions: in Myanmar (1.53), Bhutan (1.21), Latvia (1.15), Lithuania (1.06) and Viet Nam (1.02), there are more women than men in IT industries on LinkedIn.

Are there any differences in gender inequality across various IT industries? Figure 8.2 shows a box and whisker plot for each of the IT industries in the LinkedIn data. The box ranges between the first and third quartile; the horizontal line in each box represents the median; the whiskers represent the minimum and maximum; and the sole dots represent outliers. The red horizontal line at GGI equals one shows the ‘equality cut-off’, and we observe that all IT industries have gender ratios far below this cut-off. While there are about four times more men than women (median GGI = 0.25) in computer hardware and computer networking, there are about twice as many men as women (median GGI = 0.5) in Internet and telecommunications.

It seems that generally there is more gender inequality in the industry defined by the United Nations Department of Economic and Social Affairs (2008) as ‘computer programming, consultancy...
and related activities’, than in industries classified as ‘telecommunications’ and ‘information service activities’. This may well be because, for the two sectors, the former is more related to computational work and programming, a sub-area where women’s underrepresentation has been noted (Lipowiecka & Kiriti-Nganga, 2016), while the latter is focused more on communications and services, an area within ICT where women tend to be better represented (Lipowiecka & Kiriti-Nganga, 2016). Again, there are some exceptional countries for which gender equality is (almost) achieved in IT, as shown per industry in Figure 8.2. Some countries recur across these industries, such as Albania, Latvia, Lithuania, Myanmar and Viet Nam. Additionally, the telecommunications and computer software industries tend to be more gender egalitarian in, respectively, Armenia, Montenegro, Georgia, the Philippines, Romania and the Republic of Korea.

Figures 8.3 and 8.4 show the same box and whisker plot as in Figure 8.2, now faceted by geographic and income regions, respectively. The geographic regions are based on the M49 standard of the United Nations and have been merged into more aggregate regions with similar sample sizes. These figures show that the highest gender inequality in IT on LinkedIn occurs in Africa, while Europe and the Americas have the smallest variation in IT gender gaps across the countries in their regions. Additionally, there are some countries in Asia, Oceania, Europe and the Americas where there are more women than men in IT, while all countries in Africa have more men than women in IT. Furthermore, high and upper-middle income countries have more gender egalitarian IT sectors than low and lower-middle income countries. The patterns in gender gaps among the IT industries are similar across geographic and income regions – for example, median gender gaps are larger in IT

Figure 8.3. Box and whisker plot of the GGI (female/male) of LinkedIn users in IT industries across countries, faceted by geographic region

Source: Authors own 2020, unpublished, using data from LinkedIn Campaign Manager and United Nations Department of Economic and Social Affairs Statistics Division

Figure 8.4. Box and whisker plot of the GGI (female/male) of LinkedIn users in IT industries across countries, faceted by income region

Source: Authors own 2020, unpublished, using data from LinkedIn Campaign Manager and World Bank Group
industries such as computer and network security and computer hardware, and they are smaller in the Internet and IT and services industries.

**Women in IT industries: Exploring selection effects**

We now turn to compare LinkedIn gender gaps with other gender gap indicators. Figure 8.5 firstly shows a comparison between the LinkedIn IT GGI and the Facebook GGI of users aged 18+ (FB GGI), an indicator of the female-to-male ratio of monthly active Facebook users, which Fatehkia et al. (2018) have shown to be strongly predictive of ITU Internet access gender gaps. Another advantage of the FB GGI is that it provides better geographic coverage than ITU data. Second, we compare the LinkedIn IT GGI with the overall LinkedIn GGI aggregated across all industries on the platform (Figure 8.6). These comparisons help to address two distinct questions. First, how do high-level digital gender gaps such as working in an IT industry, as approximated by the LinkedIn IT GGI, compare with Internet access or low-level digital gender gaps, as approximated by the FB GGI? Second, how do gender gaps in IT on LinkedIn compare with other industries more generally, as captured by the overall LinkedIn GGI?

From Figures 8.5 and 8.6, we observe that the magnitude of gender inequality in LinkedIn IT industries is larger than both gender inequality on Facebook and gender inequality on LinkedIn aggregated across all industries for most of the countries (points lie below the red dashed x=y line). However, for a handful of countries in South Asia (e.g. India, Myanmar), gender equality in IT is greater than in all industries combined on LinkedIn. In the comparison with Facebook gender gaps, these aforementioned countries – as well as Albania, Bhutan, Cambodia, North Macedonia, Sri Lanka and Viet Nam – emerge as those where there is greater gender equality in LinkedIn IT industries than in the Facebook population. In these countries, we observe a positive selection effect in the IT sector, with more women represented than would be predicted by the Internet or digital access gender gaps (proxied from Facebook usage gaps) and professional gender gaps (proxied from LinkedIn gaps).

Table 8.1 presents a linear regression model that examines the association between the Facebook GGI and LinkedIn IT GGI, as well as the association between the LinkedIn overall GGI and LinkedIn IT GGI. As expected, the Facebook GGI has a positive and statistically significant association with LinkedIn gender gaps in IT (R²=0.102). Additionally, professional gender gaps on LinkedIn significantly predict the LinkedIn IT GGI, and explain a larger share of the variance therein than does the Facebook GGI (R²=0.486). In both models, however, adding in the Global Gender Gap (GGG) score – a female-to-male gender gap indicator that “benchmarks national gender gaps on economic, education, health and political criteria” (World Economic Forum, 2019, p. 8) and is comparable across the globe – further improves the model fit, although the coefficient on the GGG score is not statistically significant. Interestingly, however, the coefficient on the GGG score is negative, which suggests that once we control for general patterns of gender inequality in terms of digital access or professional gender inequality, less gender egalitarian countries show a tendency towards a greater share of women in IT. This could be interpreted in light of the ‘gender equality paradox’ described by Stoet & Geary (2018), through which quality of life pressures in less gender egalitarian countries might work to promote girls’ and women’s engagement in STEM fields that offer higher job security. Nevertheless, as this pattern is only observed in a handful of countries, it is difficult to estimate this effect with more statistical precision based on the data available.
Figure 8.5. Scatter plot comparing low-level digital gender gaps as approximated by the FB GGI (horizontal axis) and high-skilled digital gender gaps as approximated by LinkedIn IT GGI (vertical axis).

Source: Authors own 2020, unpublished, using data from Facebook Marketing API and LinkedIn Campaign Manager.

Note: Red dashed line shows y=x line, orange filled line shows fitted linear regression line.

Figure 8.6. Scatter plot comparing the overall LinkedIn GGI (horizontal axis) and the LinkedIn IT GGI (vertical axis).

Note: Red dashed line shows y=x line, orange filled line shows fitted linear regression line.

Source: Authors own 2020, unpublished, using data from LinkedIn Campaign Manager.
Table 8.1. Summary of linear regression models predicting the LinkedIn IT GGI from gender inequality indicators

<table>
<thead>
<tr>
<th>Dependent variable: LinkedIn IT GGI</th>
<th>Facebook GGI</th>
<th>LinkedIn overall GGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 1</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.147* (0.056)</td>
<td>-0.048 (0.035)</td>
</tr>
<tr>
<td>FB GGI</td>
<td>0.273*** (0.062)</td>
<td>0.578*** (0.044)</td>
</tr>
<tr>
<td>LinkedIn overall GGI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GGG score</td>
<td>-0.138 (0.396)</td>
<td>-0.394 (0.233)</td>
</tr>
<tr>
<td>N</td>
<td>174</td>
<td>124</td>
</tr>
<tr>
<td>R²</td>
<td>0.102</td>
<td>0.229</td>
</tr>
</tbody>
</table>

*p<0.05; **p<0.01; ***p<0.001

Source: Authors own 2020, unpublished, using data from Facebook Marketing API, LinkedIn Campaign Manager and World Economic Forum (2019)

Explaining gender gaps in IT industries

In this section, we explore which (gender-specific) development variables (e.g. GDP per capita, gender gaps in economic opportunity, as described in the data and analysis outline) can help explain variation in LinkedIn IT GGIs. Table 8.2 shows the correlation coefficients of the LinkedIn IT GGI with these variables. The LinkedIn IT GGI is most strongly correlated with gender gaps in professional/technical employment, followed by composite indicators of gender gaps in economic opportunity and educational attainment as well as STEM tertiary education. Notably, the correlation of the LinkedIn IT GGI is stronger with gender-specific development variables than a variable of general economic development (GDP per capita). Additionally, gender gaps in tertiary education graduates in ICT are only weakly correlated with the LinkedIn IT GGI while gender gaps in STEM education are more strongly correlated with the LinkedIn IT GGI. Finally, gender gaps in educational attainment negatively correlate with tertiary education gender gaps in ICT and STEM, in line with the aforementioned ‘gender equality paradox’ (Stoet & Geary, 2018).

Table 8.2. Correlations between LinkedIn IT GGI and various development and gender-specific development indicators

<table>
<thead>
<tr>
<th>LinkedIn IT GGI</th>
<th>UNESCO ICT edu. GGI</th>
<th>UNESCO STEM edu. GGI</th>
<th>ILO prof./tech. GGI</th>
<th>GDP per capita</th>
<th>GGG econ. opp. GGI</th>
<th>GGG edu. att. GGI</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinkedIn IT GGI</td>
<td>1.000</td>
<td>0.028</td>
<td>0.229</td>
<td>0.524</td>
<td>0.080</td>
<td>0.297</td>
</tr>
<tr>
<td>UNESCO ICT edu. GGI</td>
<td>1.000</td>
<td>0.668</td>
<td>-0.271</td>
<td>-0.419</td>
<td>-0.170</td>
<td>-0.305</td>
</tr>
<tr>
<td>UNESCO STEM edu. GGI</td>
<td>1.000</td>
<td>-0.086</td>
<td>-0.415</td>
<td>-0.091</td>
<td>-0.259</td>
<td>-0.071</td>
</tr>
<tr>
<td>ILO prof./tech. GGI</td>
<td>1.000</td>
<td>0.242</td>
<td>0.150</td>
<td>0.553</td>
<td>0.602</td>
<td></td>
</tr>
<tr>
<td>ILO labour part GGI</td>
<td>1.000</td>
<td>0.125</td>
<td>0.810</td>
<td>0.120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita</td>
<td>1.000</td>
<td>0.148</td>
<td>0.416</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GGG econ. opp. GGI</td>
<td>1.000</td>
<td>0.174</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GGG edu. att. GGI</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 8.3 summarizes results from two linear regression models predicting the LinkedIn IT GGI. In the first model, we include the composite gender gaps linked to educational attainment and economic opportunity, which we observe explain variation in gender inequality in IT on LinkedIn significantly, while GDP per capita does not. This suggests that gender-specific development factors may matter more than overall economic development in explaining variation in IT gender
On average, gender inequality in IT is lower in countries where women are more equal to men in terms of educational and economic opportunities. The first model indicates that 22 per cent of the variance in the LinkedIn IT GGI is explained by these three variables ($R^2 = 0.216$).

The professional and technical workers’ GGI, which is a component of the economic opportunity GGI, is most strongly correlated with the LinkedIn GGI (Table 8.2). In Model 2 in Table 8.3 we replace the economic opportunity GGI from Model 1 with the professional and technical workers’ GGI, and add the highly correlated field-specific STEM education GGI, and remove the weakly correlated GDP indicator. With these more specific indicators, we are able to increase the explained variation in the LinkedIn IT GGI by five percentage points from 21.6 to 26.8 per cent, but at the cost of more limited country coverage of 87 instead of 134.

### Table 8.3. Summary of linear regression models predicting the LinkedIn IT GGI from development indicators

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1.041*** (0.262)</td>
</tr>
<tr>
<td>Economic opportunity GGI</td>
<td>0.489** (0.161)</td>
</tr>
<tr>
<td>Educational attainment GGI</td>
<td>1.215*** (0.272)</td>
</tr>
<tr>
<td>GDP per capita (scaled by one million)</td>
<td>-0.683 (0.855)</td>
</tr>
<tr>
<td>STEM education GGI</td>
<td></td>
</tr>
<tr>
<td>Professional and technical workers GGI</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>134</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.216</td>
</tr>
</tbody>
</table>

*p<0.05; **p<0.01; ***p<0.001


### Validating LinkedIn gender gaps in IT

Figure 8.7 shows how the LinkedIn IT GGI compares to the ILO IT GGI. To make sure that the LinkedIn IT GGI matches the ILO IT GGI – which is based on ISIC divisions 58 to 63 in section J, ‘Information and communication’ – as well as possible, we now additionally include the following industries when computing the LinkedIn IT GGI: motion pictures and film, broadcast media, newspapers, media production, publishing, writing and editing, computer games and online media. We observe that for most countries, gender equality in IT is overestimated on LinkedIn relative to ILO. This is particularly the case for countries like Georgia, Latvia, Lithuania, Myanmar and Viet Nam, while it is the opposite for Guyana, for example. We further observe that the correlation between the two measures is in the expected direction but of modest magnitude (0.21). Selecting only those countries with high (above median) LinkedIn penetration – calculated as the number of LinkedIn users divided by the population aged 20+ in the country – does not significantly improve the correlation. This relatively weak correlation may be linked to the fact that industries and subcategories from LinkedIn are available on a more granular level than in more aggregated ILO statistics: LinkedIn includes specific industries, while the most granular ILO data is at the level of ISIC divisions. As such, the two measures may be mismatched in terms of the industries they capture. An advantage of the LinkedIn measure over that from ILO is that it has much better country coverage: while the LinkedIn measure is available for 181 countries, the ILO measure is available for only 107 countries.

### Discussion

In this paper, we have examined explanations for and variation in professional gender gaps in IT industries as captured in the population of LinkedIn users. We have firstly shown that gender gaps in IT are substantial worldwide. Although the IT sector is skewed towards men across all geographic and income regions on average, this skewness seems to be largest in regions such as Africa, and larger in low(er-middle) income countries. The IT gender gaps we find on LinkedIn are similar to those from Eurostat (2019), at least for European countries. Possible explanations that have been offered for these gender gaps are male
dominance regarding usage frequency/patterns and time consumption of ICT, and male-directed work organization (Tømte, 2008; Valenduc & Vendramin, 2005).

While women are underrepresented in all IT industries considered, there is nevertheless some variation. There are almost four times more men than women in IT industries like computer hardware and networking, while there are almost twice as many men as women in the Internet and telecommunication industries. These results indicate that gender gaps are larger in computer-related IT industries than in IT industries related to communication and service. This may be because the latter require fewer digital-intensive skills than the former (Ramilo et al., 2005). Future research would benefit from further distinguishing between skills and positions within ICT to better understand where the gender gaps are largest and how these can be reduced most effectively.

Gender gaps in IT generally tend to be larger than those in other industries on LinkedIn and other online populations like Facebook. Gender-specific occupational and educational factors, and the former in particular, seem to matter more than economic development alone in explaining variation in IT gender gaps. This suggests that economic development may affect men and women differently in the professional area, and that developmental efforts that do not specifically address gender may not be sufficient in themselves to reduce professional gender inequalities in the IT sector. We have also found that in countries where there is more gender equality in educational attainment and economic opportunity, there is more gender equality in IT on average. However, there are some exceptions to these results for a handful of countries (e.g. India, Myanmar). These findings suggest that in these countries either there are more women in IT or these women may be more likely to select themselves into having a LinkedIn profile. Future research would benefit from examining this paradox and its causes further.

Our validation exercise against ILO data showed that LinkedIn generally overestimates ILO on gender equality, particularly for Albania, Latvia, Lithuania, Myanmar and Viet Nam. A possible explanation for this overestimation is that the LinkedIn and ILO GGIs are mismatched because LinkedIn data report specific industries, while ILO data report industries (or economic activity according to ILO terminology) on the more aggregate ISIC division level. This highlights the importance of and need for more granular data on occupational gender gaps in order to examine and validate gender gaps across different subdomains, such as industries or skills.

Our study has some limitations. First, LinkedIn does not provide representative data, particularly for countries where penetration is low (Zagheni & Weber, 2012), and as such may overestimate...
gender equality; for example, when the LinkedIn population is disproportionately young, or when women are disproportionately more online than men. Additionally, LinkedIn is blocked in some countries (e.g. China, the Russian Federation, Islamic Republic of Iran), and although people in these countries can still sign up using a virtual private network, this may lead to biased audience estimates. We have focused on ratios rather than absolute numbers and contextualized potential biases in our analyses and interpretations to address these potential limitations. Second, an advantage of the LinkedIn data is that IT industries are measured on a granular level. However, this complicated our validation exercise and thus our understanding of how representative our measures of gender equality in IT industries are, particularly on a global scale. Nevertheless, positive and statistically significant correlations between gender gap indicators on economic opportunity and educational attainment point to the fact that the LinkedIn indicators we compute are measuring a phenomenon of interest, namely the representation of women in different IT industries.

Conclusion

We have addressed gender inequality in IT using aggregate data on LinkedIn users, showing that gender gaps in IT are substantial worldwide and vary across different IT industries. Although this analysis has focused on patterns in IT industries on a global scale, future research also drawing on LinkedIn’s advertising platform could explore further stratification by skills, age and seniority. Additionally, we have shown that validation of the LinkedIn IT GGI from a non-representative sample is difficult because no ground truth data with the same granular level of IT industries is available globally. Because the LinkedIn data have great potential given the large country coverage and the ability to be queried frequently, further exercises to understand potential biases in the LinkedIn data would be welcome additions to the literature.

Generally, IT sectors seem more gender equal in countries that are more gender egalitarian in terms of educational attainment and occupational opportunity. This also possibly amplifies the need for women in IT in less egalitarian countries to signal themselves on LinkedIn. This paradox should not be mistaken for gender equality in IT, and governments and policy-makers should aim to further reduce not only gender gaps in IT but more generally gender gaps in educational attainment and professional opportunity. Doing so would contribute to increasing the inclusion of women in the labour market and further reducing the gender wage gap.
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Mind the gender gap: Designing digital skills capacity-building programmes in Africa within the context of the global digital gender divide

By Babatunde Okunoye

Introduction

In the past decade, technological advances in computer science and related fields have rapidly altered African society. Our capacity to work, live and interact with others is being mediated by technology in ways that would have been unimaginable over a decade ago. There has been a proliferation of the Internet and digital devices to varying degrees in the many different country contexts on the continent, and this diffusion of technology has created opportunities for those who have been fast to adopt it. The capacity to adopt technology has opened doors to employment, education, knowledge and improved welfare for millions of Africans who have leveraged access to digital devices and the Internet to improve their lives. The story is, however, different for the millions left behind in this societal march towards progress mediated by access to digital technology.

For millions across Africa, the inability to skilfully harness digital technology and all it promises has meant lack of access to life-changing knowledge networks, education and employment opportunities, among others. In Africa, as in much of the developing world, an important segment of society that has suffered neglect and disadvantage in leveraging digital technology is women. African societies are typically patriarchal, and women sometimes do not have the agency to make independent decisions which can better their lives – including the decision to access capacity building through digital skill upskilling. This situation is further exacerbated by women tending to have less access to the Internet and digital devices.

As access to digital skills and the Internet continues to transform many aspects of life and work in the twenty-first century, many organizations have designed programmes to bridge the global digital gender divide – the digital skills and access gap observed in the global female population – with varying degrees of success. This paper examines the approach that Paradigm Initiative (PIN), a social enterprise based in Nigeria, has adopted to bridge the digital gender divide and build digital skills capacity through its digital skills capacity-building programme offices in Lagos, Abia and Kano States, Nigeria. This paper explores the methods that development experts at PIN have used to ensure robust female participation in digital skills capacity development programmes in contexts where women are traditionally marginalized.

Digital skills and the future of Africa

Advances in technology have from the earliest history of mankind modified the ways societies lived, worked and organized themselves. From the discovery and mastery of fire and the development of primitive tools by the first humans to the steam engine, electricity, railways and mechanized agriculture and industrialization, humans have acquired the skills required to master new tools and thus make great strides in improving their quality of life and that of their societies.

Perhaps no other period in the history of humankind has witnessed the same level of technology-induced changes to societal ways of life than the twenty-first century. Digital technology in particular has transformed modes of living and working in ways we could not have imagined over a decade ago. Access to computers, the Internet, and mobile digital devices and their accompanying device ecosystems is revolutionizing commerce, entertainment, learning and education, employment opportunities, healthcare delivery and even governance. For millions of people around the world, it is true to say that their life experiences are mediated through digital devices.
Citizens of different countries have been able to adapt to digital access and connectivity at different paces. Similarly, development organizations have also devised techniques to measure how well people in different country contexts are equipped to use digital access and connectivity to improve their lives. One such measurement index is the International Telecommunication Union (ITU) Information and Communication Technology (ICT) Development Index, which is used to monitor and compare developments in ICT between countries in the broad areas of ICT access, use and skills (ITU, 2017). The 2017 ICT Development Index country ranking revealed that African countries were not highly ranked in the 176 countries listed, with Mauritius the highest-ranked African country at number 72, followed by Seychelles (90), South Africa (92) and Cape Verde (93). Most of the lowest-ranked countries are in Africa. Another measurement index is the Networked Readiness Index (Kirkman, 2002), which is a key indicator of how countries are doing in the digital world; a measure which also includes how well citizens leverage digital technology to improve their lives. The Networked Readiness Index measures how well countries are leveraging ICTs to boost competitiveness and well-being. In 2016 the Networked Readiness Index covered 139 economies accounting for 98.1 per cent of world gross domestic product and 53 individual indicators from organizations such as ITU, the United Nations Educational, Scientific and Cultural Organization and the World Bank.

Out of the 139 countries ranked in the 2016 Networked Readiness Index, African countries ranked near the bottom, with the highest-ranked African country being South Africa at number 65, with it and Morocco (78), Rwanda (80), Tunisia (81), Cape Verde (85), Kenya (86), Egypt (96) and Namibia (99) the only African countries ranked in the top 100. The first 10 countries in the ranking were Singapore, Finland, Sweden, Norway, the United States, the Netherlands, Switzerland, the United Kingdom, Luxembourg and Japan, in that order.

What composite indicators such as the ITU ICT Development Index and the Networked Readiness Index have shown is that Africa lags behind developed regions of the world in access to digital connectivity and skills, and has not been able to harness digital skills and access for societal development on the same scale and with the same impact as witnessed in developed regions of the world.

The problem is more pronounced in regard to the digital gender divide. In the typical patriarchal African societal context, the lack of access to digital devices and Internet connectivity which hinders societal digital development is felt more intensely among women and girls. The rest of this paper examines the digital gender divide in Africa and explores how PIN, a social enterprise founded in Nigeria in 2008, has worked to overcome this barrier to the human development of women and girls.

**The digital gender divide**

The existence of a global digital gender divide has been established by researchers. All over the world, particularly in the developing world, some of the research described below reveals that women and girls have had cultural and systemic barriers raised against them, limiting their access to ICTs.

Data from the ITU report *Measuring digital development: facts and figures 2019* (2019) show that women are generally disadvantaged in their access to the Internet when compared with men. Only 48 per cent of women have access to the Internet compared with 58 per cent of men, due to cultural, financial and skills-related barriers. Also, a seminal study by the World Wide Web Foundation (2015) found that despite the proliferation of mobile phones and progress with Internet access around the world, including the developing world, these two factors have not been enough to get women online or to achieve empowerment of women through technology. Based on a survey of thousands of poor urban men and women in Cameroon, Colombia, Egypt, India, Indonesia, Kenya, Mozambique, Nigeria, Philippines and Uganda, it was discovered that while nearly all women and men own a phone, women are still nearly 50 per cent less likely to access the Internet than men in the same communities, with Internet use reported by just 37 per cent of women surveyed. In addition, once online, women are 30–50 per cent less likely than men to use the Internet to increase their income or participate in public life.

Similarly, a survey by the GSM Association of 23 low- and middle-income countries (LMICs) found that despite an increasingly connected world powered by access to mobile devices, women are
being left behind (GSM Association, 2018). The research found that although mobile connectivity is spreading quickly, it is not spreading equally. It also found that in LMICs, women have less access to technology than men, especially mobile technology. Other key findings of the study revealed that in LMICs:

- On average, women are 10 per cent less likely to own a mobile phone than men, which translates into 184 million fewer women owning mobile phones.
- Even when women own mobile phones, there is a significant gender gap in usage, particularly for more transformational services such as mobile Internet.
- Over 1.2 billion women in LMICs do not use mobile Internet. Women are, on average, 26 per cent less likely to use mobile Internet than men. Even among mobile owners, women are 18 per cent less likely than men to use mobile Internet.

These research findings (GSMA, 2018) highlight some of the ways women are disadvantaged in accessing opportunities brought about by digital connectivity, and mirror the disadvantages women and girls face in accessing digital skills and the opportunities they bring. A common denominator in research which reveals the digital gender divide (such as the three studies cited above) is the context of this divide, which is usually LMICs in the Global South. In developed countries, women tend to have more access to ICTs, including the Internet, compared with the Global South.

Nevertheless, evidence suggests that translating this access to ICTs into digital skills and impacts in technology careers and industries focused around information technology – such as computer programming, data science and artificial intelligence – is still a major hurdle for women, even in developed countries. For example, in the United States in 2017, women owned only 5 per cent of technology start-ups, earned only 28 per cent of computer science degrees, filled only 25 per cent of computing jobs and held only 11 per cent of executive positions in Silicon Valley, despite about 74 per cent of young girls expressing interest in science, technology, engineering and mathematics fields and computer science (Lazzaro, 2017). In Europe, with the exception of the Netherlands, women’s share of technology-intensive employment in the years 2008–2010 was just over 25 per cent. This is despite the fact that women remain well-represented in universities, with women making up 49 per cent of tertiary students in the science, mathematics, computer, engineering and manufacturing fields in 17 European countries in 2012 (MacBride, 2015). In the McKinsey report *Women matter: Africa* (Moodley et al., 2016), it was reported that women held only 29 per cent and 33 per cent respectively of middle and senior management roles in the telecoms, media and technology industries in Africa.

What the data above suggest is that although women in the developing world are disadvantaged in their access to digital devices and skills when compared with women in developed countries, the outcomes in terms of access to opportunities in the technology sector are the same in both regions. This suggests that although women do not lack interest in technology, other factors along their path to progress in technology careers are to blame for their poor representation in these careers. For many women, these factors include the absence of suitable role models, lack of representation in staff trainers in digital skills capacity development institutions, and the influence of authority figures. In Africa, these factors work in tandem with an already disadvantaged position of limited access to digital devices and skills to hold back the potential of millions of women.

The next section of this paper examines how PIN, a social enterprise in Africa working on digital inclusion and digital rights, has devised programmes which overcome these factors to set women along the path to successfully using technology to improve the quality of their lives.

**Paradigm Initiative: A unique approach defying cultural stereotypes**

PIN is a non-profit social enterprise that builds ICT-enabled support systems and advocates for digital rights in order to improve the livelihoods of underserved young Africans. PIN has worked with government, civil society, private institutions and international organizations, including United Nations institutions, to set standards in ICT education, telecentre support, ICT applications in rural areas and other ICT interventions in Nigeria.

Since 2007, PIN has worked in underserved communities across Nigeria – in Ajegunle, Lagos State; Ngwa Road, Aba, Abia State; and Dakata,
Kano State – empowering young people with crucial digital skills, life skills (such as etiquette and emotional intelligence) and business skills. PIN is dedicated to bridging the digital gap by taking digital inclusion opportunities to young people where they are. Part of PIN’s Digital Inclusion programme is the innovative digital skills capacity-building programme called Life Skills, ICTs, Financial Literacy and Entrepreneurship (LIFE) training and the Dufuna programme, a six-month hands-on, project-centric software engineering training programme for recent graduates of tertiary institutions. Dufuna equips students with skills in HTML, CSS, Javascript, PHP, SQL, algorithms and data structures, and software version control.

In the communities where PIN works, youths have typically not received sufficient support from government social support systems. The LIFE digital skills capacity-building programme targets these youths and takes them through this 12-week training programme which readies them for employment opportunities where digital skills are a premium. Youths selected for the LIFE programme are chosen after public announcements of new class sessions in local communities and on social media. An interview process with staff then follows to ensure that those who apply cannot normally afford to get training similar to that given in the LIFE programme elsewhere, and that they demonstrate an understanding of how they intend to use the skills learned after completing the programme.

At the inception of PIN’s LIFE programme in 2007, boys always outnumbered girls in enrolment and completion of classes. Recognizing this problem, the organization set out to institute policies to tackle this manifestation of the digital gender divide by directly confronting the factors which hindered the enrolment of girls in digital skills empowerment programmes in Nigeria. Implementing these policies resulted in classes with a near-equal number of girls and boys, and in some instances with girls outnumbering boys (see Table 9.1). Some of the factors PIN confronted included suitable role models, lack of representation of women in training institutions, the influence of authority figures and the lack of specific gender targeting in training recruitment.

### Lack of representation

One of the most important policies which contributed to the increased participation of women and girls in PIN’s digital skills capacity-building programmes is the mandatory representation of women in the programme design. PIN’s approach took the form of the deliberate recruitment of women and girls from the local community as key personnel in the organization’s digital skills capacity-building programmes.

This deliberate programme design was effective across the training centres. In Ajegunle and Kano, women are represented in the programme staff as programme assistants and office assistants, and have played key roles in community mobilization to enrol more women and girls in the programme. They have done this through community mobilization: talking with families about the importance of permitting their girls to attend the training, and by encouraging those who enrol to persevere to complete the programme.

### Interaction with authority figures

One of the most important factors which was observed to influence successful enrolment and
completion of PIN’s digital capacity-building training programmes was the buy-in of individuals who serve as authority figures in the lives of young people. PIN programmes target young people aged 16–28, and some young people within this age range are still under the authority of their parents, who can grant or deny permission to participate in these programmes. For those who are not under parental supervision, their ability to engage with PIN programmes is subject to the buy-in of local community leaders.

Within the context of Nigeria, this is more the case for young women, whose place is perceived to be at home helping with household chores. Since PIN began offering its digital skills capacity-building programmes in 2007, there have been numerous cases where siblings of the same parents were selected to participate, with the young men granted permission to participate by parents or guardians while permission was denied to the young women, who parents wanted to retain at home to help with household chores.

In the context of the underserved communities where PIN works, this situation is even more pronounced given the socio-economic context, in which young women tend to be tasked with co-working with their parents in order to provide for the home. PIN’s digital skills capacity intervention within this context involves weekly consultation meetings with parents and community leaders in their homes and offices. During these face-to-face meetings, PIN staff explain details of PIN’s work and approach to these important stakeholders, clarifying that the digital skills imparted will improve the economic prospects of their female children. These meetings have significantly improved women’s participation in and completion of the programmes.

The role of career role models

Although women have become better represented in technology-related careers, not many young women who aspire to these roles are aware of this increasing representation of women. Hence the perception persists among many young people that technology careers are not meant for women but are better suited to men. Well aware of this problem, PIN’s LIFE programme has embedded mentoring sessions where young women aged 16–28 can interact with women who have succeeded in careers leveraging the power of technology. Through this process of sustained interaction, the psychological limitations which have typically held women back are overcome, and women are inspired through the examples of other women to aspire to careers enabled by digital technology.

Conclusion: Neglecting a significant part of the population

In 2015, PIN partnered with the World Wide Web Foundation to conduct pilot research (World Wide Web Foundation, 2015) on women’s access to ICTs. The research found that despite the proliferation of mobile phones and progress with Internet access across the world, including the developing world, these two factors have not been enough to
get women online, or to achieve empowerment of women through technology. Across 10 countries in the Global South, the research found that women were disadvantaged relative to men in both access to and meaningful use of digital devices and connectivity. These findings mirror the broader state of women who are disadvantaged in their quest to build digital skills capacity.

Nevertheless, in the past decade a number of organizations around the world – particularly in developing country contexts – have developed innovative digital skills capacity-building programmes to bridge this digital gender divide. These programmes, an example of which is PIN’s LIFE programme, deploy approaches that challenge the societal contexts which hinder women’s access to digital skills capacity building. An important innovation in PIN’s contribution to bridging the global gender divide is its ‘training relay’ method, where students it has trained are mandated to train others as part of their reporting...
and certification requirements. Through this relay method, the skills and knowledge they have gained are thus taught to a network of other recipients and benefit the wider community.

In the past few decades, significant development support has poured into efforts which emphasize the empowerment of women and girls in the Global South. This support stemmed from the realization of the important dividends of the empowerment of women for family, societal and national development (Francis, 1991), and in response to the global digital gender divide as described in this paper. In many countries of the Global South, not only do women make up at least half of the population, but it has been established that women who are empowered contribute to the development of their children and families. In recognition of the immense role women play in homes and communities, PIN’s LIFE programme works to strategically empower women through its offices in underserved communities in Nigeria.

In today’s digitally connected world where ICTs represent possibly the next frontier of development for many nations, or at least represent an important enabler of development, no effort must be spared to connect as many women as possible to the dividends of digital skills and connectivity.
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